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BASIC BOOKS IN SCIENCE

About this book

This book, like the others in the Series!, is written in simple English — the language most
widely used in science and technology. It builds on the foundations laid in earlier Books,
which have covered many areas of Mathematics and Physics.

The present book continues the story from Book 4, which introduced the science of Me-
chanics and showed how it could account for the motion of objects ranging from particles,
of small mass, to very massive bodies like the planets that move around the sun. The
force, which makes such bodies move, is due to ‘gravity’ — the invisible attraction be-
tween massive objects. We said there was a field of force at any point in space and it
was proportional to the mass m of the body on which it acted. But in Book 10 we
learnt that, besides having a mass m, a body may carry an electric charge ¢; and that
another force may then act on the body when it is placed in an electric field. Book 10,
which developed the science of Electromagnetism, was largely about fields in general
(whether gravitational, electric, or magnetic).

By the end of the nineteenth century it seemed that the foundations of Physics were
almost completely understood. But then came a few great surprises, which saw the end
of “classical physics” and the beginning of “relativistic and quantum physics”. The theory
of relativity was touched on in Books 2 and 4, where it was noted that classical physics
couldn’t explain what happened when things moved at enormous velocity; but then in the
1920’s classical mechanics failed completely to account for the behaviour of particles as
small as electrons and protons — which define the natural ‘units’ of negative and positive
charge. Classical mechanics had to be replaced by quantum mechanics, which required
another ‘revolution’ in scientific thinking. The ‘quantum revolution’ led to a period of
unprecedented progress in science and its applications, which has changed the lives of all
of us.

!The aims of the Series are described elsewhere, e.g. in Book 1.



Looking ahead —

This book is devoted to the second great scientific revolution of the last century, the
development of Quantum Mechanics as the necessary replacement of Newtonian dynamics
in dealing with the motion of the ultimate constituents of matter — particles like electrons
and protons, which may carry electric charges and interact with each other (even when
they are not in contact) through the fields they produce. You've learnt a lot about
particles and fields in Book 10. In the present Book 11 you'll find out why such small
particles must be described in a totally different way from the ones we can see and handle
in the laboratory; and you'll be able to follow in detail the development (which took the
better part of 50 years!) of the new principles and theories that you'll need before going
on to thhe study of atoms and molecules (Book 12).

Like relativity theory, quantum theory has its roots in the recognition that the observer
and the system he-or-she is observing are inseparable. Physics involves measuring things
and you can’t do that without disturbing what you are measuring: the disturbance can
usually be made small for an ‘everyday’ object like a football; but not for something too
small even to see — an electron would be knocked sideways if you looked for it using a
beam of light!

So Chapter 1 really starts ‘at the very beginning’ by asking what is meant by an ideal
measurment. By sending a beam of electrons into a strong magnetic field you can deflect
the beam ‘up’ or ‘down’: each electron carries a ‘two-valued observable’ which we can call
spin; and sending the beam through the field sorts the electrons into two groups, those
with up-spin and those with ‘down-spin’. If you throw away the down-spin electrons you
can be sure the other beam contains only up-spin particles: you've made a measurement!
Just by thinking about this experiment, carried out by clever experimental physicists
years before quantum mechanics really got started, it’s possible to formulate many of the
principles we're looking for. So quantum mechanical operators, along with expectation
values and eigenvalues all fall out in the first few pages — with the help of only a few
pictures that give a geometrical representation of what you’re doing.

Chapter 2 shows how these basic ideas can be generalized by putting them into a math-
ematical ‘framework’ that you may remember from earlier books in the Series (starting
with Book 2). Going from 2-valued observables to many-valued observables just means
going from 2-dimensional vector space to n-dimensional vector space. States are still rep-
resented by vectors, but now there are n components instead of 2 and the n axes indicate
states in which an observable has a definite value. An n-component vector has compo-
nents that indicate the relative probabilities of finding the obervable you’re measuring
with one definite value or another. In the beam-splitting experiemnt of Section 1.1 the
state of any particle is represented by a 2-space vector with equal components, indicat-
ing a 50:50 probability of its coming out in the up-spin beam or the down-spin. With
an n-valued observable, the n components will indicate the probabilities of finding the
observed system with any of the n definite values open to it. And with every observable
there is a corresponding operator with properties which can be ‘echoed’ in vector space,
as operations that rotate the state vector. By the end of the chapter you’ll know what
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these properties are.

In Chapter 3 you catch up with history, arriving at 1925 when Schrodinger wrote his
famous equation, representing the state vector as a wave function and the ‘rotations’ as
differential operators — about which you know quite a lot from Books 3, 4 and 10. The
square of the wave function |¥(x,y, 2)|?, for a one-particle system, gives the probability
of finding the particle at a point with coordinates x,y, 2. Then you learn more about
expectation values and uncertainty; ending with Heisenberg’s Uncertainty Principle.
The chapter ends with a small box holding all you need to start using Wave Mechanics
— Schrodinger’s formulation of Quantum Mechanics.

And in Chapter 4 you’ll find simple examples of how to calculate the states of definite
energy (the ‘allowed’ or quantized) states of a single particle moving in a given potential
field. These are eigenstates of the Hamiltonian operator and if you remember a bit
of calculus from Book 3 you’ll be able to get the solutions easily. By contrast, there’s one
example of how the job can be done symbolically, using only the symbols representing
the operators and their properties — without even a simple differential equation, though
you’ll need to think hard! In another example you find the lowest energy state of the
electron in an atom of Hydrogen. The chapter ends with a review of general properties
of eigenstates.

So far, the “states of definite energy” have all been stationary states, not changing as
time passes. But real states are not like that — they must depend on the time ¢ in some
way. Chapter 5 takes the next step by finding how the wave function can develop in
time, which leads up to “Schrédinger’s equation including the time”. It first faces the
great mystery of wave-particle duality — how can a particle like an electron behave
sometimes like a ‘real’ point particle, but other times like a ‘spread-out’ wave? You'll find
how the mystery was cleared up by inventing wave packets, strongly localized around
the point where you expect to find the particle, but travelling through space — just like a
classical particle. In fact, the time-dependent wave equation allows for such possibilities
and gives us the ‘bridge’ between classical physics and quantum physics, together with
a Correspondence Principle linking classical and quantum concepts. As the mass of
the particle increases, its behaviour becomes more and more ‘classical’ — you even find
expressions for force and acceleration of a wave packet, and discover they are related in a
way that reminds you of Newton’s second law!

By the end of the chapter you're ready to start work on a real system — the Hydro-
gen atom — and to see how Bohr’s semi-classical treatment passes over into quantum
mechanics.

Chapter 6 begins a more detailed study of Hydrogen as the simplest possible example of
a central field system, containing one electron moving in the field provided by a heavy
nucleus. From the last chapter, we know what to expect: that there will be eigenstates
in which the energy of the electron can have definite quantized eigenvalues; and that,
in any of these, other observables with associated operators that commute with H may
simultaneously take definite values. The most completely defined electronic state you
can find is one in which the energy E, the square of the angular momentum L? and
one of its components e.g. L, are all simultaneously known. This example is important
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because it provides a basis for classifying (and, in some approximation, even calculating
the electronic structures of all the atoms in the Periodic Table (see Book 5). This is now
all within your reach. The great importance of central field systems depends on their
spherical symmetry: however the system may be rotated, around the central nucleus,
it would look the same!

Having established the importance of symmetry, Chapter 7 begins to build up the math-
ematical machinery for making use of it. The set of symmetry operations, such as rotations
in space, that leave a physical system looking the same, form a group. And the effect
of the operations can be described in terms of what they do to a set of basis vectors
associated with the system. (You've seen many examples in earlier chapters.) Here you
learn more about the matrix representations of a group. You use them first for systems
like atoms, where the infinite set of rotations that leave the Hamiltonian unchanged form
a continuous group. Then you need them again in dealing with molecules, where the
symmetry operations generally form finite point groups (which leave just one point in
the system fixed). Many properties of a sytem depend on its symmetry, in particular the
degeneracies among its energy levels and the way it may be removed, or ‘broken’; when
the symmetry is disturbed.

The next two chapters go much deeper, leading you to the end of the first phase in
the development of the basic principles of quamtum mechanics. Most of the spectacular
applications of the theory to many-particle systems can be understood on the basis of
what you've learnt so far; and this may be a good point for taking a break before looking
at some of these applications (in Book 12). Just take a look at Chapters 8 and 9, to see
where they’re going, and come back to them when, or if, you need them.

Chapter 8 shows you that a study of the 3-dimensional rotation group — even without
any ‘high-brow” mathematics — can lead you to a deeper understanding of the properties
of angular momentum than you got by solving eigenvalue equations in their Schrodinger
forms. Symmetry of the central field is enough to determine not only the degeneracies
among atomic energy levels but even the spherical harmonic forms of the atomic orbitals
— without even setting up and solving a single partial differential equation!

Chapter 9 deals with the final unification of the formulations of quantum mechanics
given by Born, Jordan, Heisenberg, Schrodinger and many others, achieved largely by
Dirac about 80 years ago. The remaining parts of the theory relate to the proper inclusion
of the electromagnetic field — which provides the interaction between the particles, but
has not been included in Book 11. Quantization of the field takes you to the ‘frontiers’
of present day physics; but fortunately is not essential in most of the applications of the
Quantum Mechanics of particles.
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Chapter 1

Observation and measurement

1.1 Starting from nothing

When we observe something, such as a moving particle, and try to measure its position,
say, or its speed, we meet several problems. The observer who makes the measurement
must nteract in some way with the particle and this may disturb the things he is trying to
measure. For a macroscopic object, like a falling pebble, the disturbance can usually be
neglected (we could shine a light on the pebble and observe its moving shadow), but you
can’t do that for a single atom — you can’t even find one! And even if you could, a beam
of light (which contains energy, as you know from Book 10) would knock it sideways: so
to talk about measurements on a microscopic object you have to do everything in your
imagination.

When you ‘start from nothing’ the first thing to do is to define what you’re going to call
an “ideal measurement”:

An ideal measurement of any quantity is one which produces no change in
the quantity being measured, even though it may produce changes in other
quantities belonging to the system being observed.

This definition means that if the measuring experiment is immediately repeated there will
be no change in the result from the first experiment.

We must also keep in mind that experiments are normally performed on an enormous
number of systems, for example the many millions of electrons forming an electron beam
(like the one that produces a spot of light on a television screen). We'll call the collection
of all such particles, all observed under exactly the same conditions, an assembly; and
the simplest observation we can make is whether or not something has a given value —
“yes” or “no” is called a “two-valued observable”.

An example of such an observable is found in an experiment made by Stern and Gerlach
in 1921. They used a beam of silver atoms, produced by heating a silver wire and letting
the evaporated atoms pass through a small hole, as in Figure 1 (below) — all in a vacuum
of course, so that the beam wouldn’t be ‘scattered’ by the molecules in the air. After



passing through the hole, the narrow beam of atoms passes between the poles of a powerful
electromagnet (see Book 10, Chapter 3). In the Figure this is called an analyser

You’ll remember from Book 4 that when a body is turning around its axis it is said to
have angular momentum. Here the ‘body’ is a single atom, rotating around an axis
through its nucleus; and the ‘cloud’ of electrons which surround the nucleus will provide a
circulating current of negative charge. This produces a magnetic moment, proportional
to the angular momentum, and each silver atom then behaves like a tiny magnet. We’ll
represent the ‘spin angular momentum’ and its associated magnetic moment by a small
arrow — a spin vector. The length of the arrow indicates its magnitude while its direction
is that of the axis of rotation.

The poles of the magnet in Fig.1 are specially shaped, so as to produce a very non-uniform
field between them, and in this case the atoms that come through are pushed one way
or the other according to their magnetic moment: they are ‘deflected’. In Fig.1(a), the
magnetic field is switched off: the atoms go straight on, with their spin vectors oriented
at random. But Fig.1(b) shows what happens when the field is switched on:

6’ g ole
[ P
i < d> = Pole 1
E NN\
Furnace Analyser Photo
-plate
(a) Magnetic field switched off
SNN\\\\
A B e
3 TGS I poe1r P9
g NN\
Furnace Analyser Photo
-plate

(b) Magnetic field switched on

Figure 1 The Stern-Gerlach experiment (schematic)

After passing through the analyser the atoms come out in two different beams; using
the field direction as the z axis, the z-component of the spin vector (5,) takes only two
distinct values, A; and Ay say. The ‘up-spin’ beam (with spin vectors pointing upwards)
contains only atoms with S, = A;, the down-spin beam only those with .S, = \,.

The spin component S, is an observable which, as experiment shows, can take only two
measurable values (\; and \s). Before applying the field the spin vectors can point in any
direction and the value of S, is completely uncertain. But as soon as the field is applied,



the atoms can be found only in one state or the other: we’ll use the symbol ¢ (the Greek
letter “psi”) to denote a general state of the system (i.e. of an atom with spin), a for the
state of an atom in the up-spin beam with S, = A;, and S for an atom in the down-spin
beam with S, = As.

The analyser in Fig.1 thus gives us a way of measuring the component of angular mo-
mentum of the spinning atom along the direction of the applied field: for example, if we
take an atom from the top beam coming out, we can be sure it has the value A\; — like all
the other atoms in the beam. We have made a measurement!

Another important result comes out of this experiment: the up-spin and down-spin beams
contain the same number of atoms, so if you think of one particular atom there’s a fifty-
fifty chance that it goes through the analyser and comes out with spin up or spin down.
You can’t say definitely what value you will observe, only that each of the possible results
will be found with a probability % If you change the experiment a bit the numbers
may change; but in general the results you get from experiments on microscopic systems
are going to be statistical — each possible result will have a certain probability of being
found, and you can’t say more than that. (If you need reminding about probabilities look
back at Book 5 Section 4.1)

To confirm that this is an ‘ideal’ measurement, as defined in the last Section, we can do
exactly the same experiment on the atoms in the ‘up-spin’ beam. We let them go into a
second analyser, just like the first one. In Figure 2 the lower beam, of atoms with spin
Ao is blocked by a ‘stop’, but the atoms of the upper beam pass into the second analyser
and nothing happens to them — they come out with the same value S, = \; as they had
when they went in.
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Figure 2. Confirmation of S, = A; by 2nd Analyser

To summarize: Fig.2 illustrates an ideal measurement. The atoms coming out in the
upper beam from the left-hand analyser (which is part of the Stern-Gerlach experiment),
are known to have spin component S, = A;: it has just been ‘measured’. And the Figure
shows that this measurement is confirmed by the second analyser, which makes no change.

The two ‘allowed’ values of the observable S,, namely A\; and Ao, are called its eigenval-
ues; and the corresponding states, which we’ll denote by a and 3, are called eigenstates.
(“eigen” is the German word meaning “self” or “its own”, so these are the observable’s
own special states.)



Now let’s change the setup in Fig.1 by turning the whole experiment through 90° around
the y-axis, the direction in which the silver atoms were originally going, with the field
switched off. In a ‘right-handed’ system of coordinates, the z-axis of the analyser (and
therefore the magnetic field) will now point in the (original) x-direction. The result is
indicated in Figure 3, where the spin vectors in the ‘up-spin’ beam point directly towards
you and are shown as bold dots instead of arrows.
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Figure 3. Effect of rotating the Stern-Gerlach experiment

The Figure also shows what happens to the beam that goes into the second analyser,
which remains fixed with its field still in the original z-direction. This analyser, fixed in
the laboratory, splits the beam again into parts with S, = A; (‘up-spin’) and S, = Ay
(‘down-spin’) — ignoring the previous result, which measured a different component, S,,.

1.2 Putting it into pictures

Let’s review what we’ve found so far. Observation of a spin component .S, in the direction
of an applied magnetic field (taken as the z-axis), always gives one of two values, A\;, or
A2. The state of a system with any given .S, will be denoted by % and will be represented
geometrically by an arrow of unit length. The particular states with S, = A\; and S, = Ao
will then be denoted by ¥ = «, and 1y = 3, respectively. We can put all this into a
picture, as in Figure 4.

5
Figure 4.
State vector .
Y =ca+cf.
0
C2
1

The eigenstates o and [ are represented as orthogonal unit vectors (pointing at right-
angles to each other) and any other state vector 1) is expressed as a linear combination

= ca+ cf. (1.1)
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This is a sensible convention because probabilities are essentially positive quantities with
values between 0 and 1. By choosing p; = ¢, ps = ¢, any state vector 1, no matter
which way it points, will have unit length,

V> =cf+cf=1. (1.2)

(Remember that the ‘length’ or ‘modulus’ of a vector 1 is usually denoted by || and its
square is the sum of the squares of its components — if you don’t you’d better go back to
Book 2!) So the spin state of a particle (more precisely a ‘spin—% particle’, like the ones
we’re talking about) can be represented by a unit vector in a two-dimensional ‘spin-space’;
every way the vector points indicates a possible spin state.

You may also remember from Book 2 that two vectors have a scalar product defined
as the product of their lengths times the cosine of the angle between them, indicated by
putting a dot between them. For the unit vectors o and f (inclined at 90°) the cosine is
zero and therefore

a-a=p8-=1, a-B=F-a=0. (1.3)

It follows that the vector 1 can be rotated in any direction, without changing its length,
because the square of its length is (say why!)

V- = (aa+cef) - (aa+cf)
cla-a+ciB-B+cica- B+ e a
= ¢+ =1, (1.4)

according to (1.2). Notice that in rearranging expressions that contain both vectors and
numbers you're only using the ‘associative’ and ‘distributive’ laws, which you first met
in Book 1, and the fact that numbers and vectors ‘commute’ — it doesn’t matter which
way round you do the multiplications. And the vector components ¢y, ¢3, which appear
in (1.4) as ‘expansion coefficients’, can be either positive or negative — the state vector 9
can be rotated any way you please and nothing has to be changed.

In other books in the Series you've used symbols to stand for operations such as
rotations, which change the ‘state’ of some kind of object into a new state (e.g. in Book
1, Chapter 7); or which change a function 1 of some variable x into a new function ¢’ (e.g.
the differential operator D, which leads from ¢ (z) to ¢'(x) by following certain rules).
Differential operators were used throughout Book 3 and again, in more advanced ways,
in Book 10. So by now you're ready to start using operators in still other ways — for they
form the ‘backbone’ of quantum theory.

1.3 Operators and expectation values
In the Stern-Gerlach experiment, particles in a spin state ¢ (represented in Fig.4 by a
vector) were sent into states with vectors a or 8 when they passed through the analyser.

With the operation of selecting up-spin particles from those in an unknown state ¢ we
can associate a projection operator P; which picks out the o part of ¢ given in (1.4).
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And in a similar way, for selecting down-spin particles, we can define a second operator
P, which will pick out the 8 part of ¥. Thus

le = 1, PQw = CQB. (15)

If you go back to Book 1 (Section 6.2) you'll see we played the same game with a market
containing animals of various kinds (Asses, Bullocks, Cows, etc.). The state of the market,
before we observed it, was represented by a symbol S, describing its composition (e.g.
S = 6a+4b + 8c + ..., meaning 6 asses, 4 bullocks, 8 cows, etc.). And the operations of
selecting animals of one kind or another were represented by A (for asses), B (for bullocks),
and so on. To observe the ‘bullock component’ you operate on the market with B and find
BS = 4b, which tells you there are four bullocks. Evidently the mathematical ‘machinery’
we're using is very general; it applies whenever things are being sorted into categories.
The number of categories and their nature are not important — it’s only the interpretation
of the symbols that counts.

Let’s get back to Physics! Here we used the convention that the coefficients ¢y, ¢y in (1.4)
would be related to the probabilities p;, po of a particle being observed to have spin up
or spin down: p; = ¢, ps = ¢ To get the squares of the expansion coefficients directly
from (1.5) you’ll need a second 1. By taking a scalar product with ¢, from the left, the
two equations in (1.5) will give

Y-P1Yp = (ca+cef) (aa) = 012 = P1,
(1.6)
V-Pop = (ca+ef) - (cB) =c5 = ps,

from the results given in (1.3).

Now if you make a number of observations of S,, sometimes finding the value A; (up
spin) and sometimes finding Ay (down spin) you can’t say which it will be in any single
observation; but you can say what value to expect. The expectation value of S, is
defined as the average value obtained in a large number N of measurements. If ny particles
come out of the analyser in the upper beam and ns in the lower beam, the average value
of S, for the emerging particles will be

(S2) = (mA1 4+ n2Ag) /N,

where putting a quantity between pointed brackets means taking its average value (as
used in Book 5 and elsewhere). Thus, since n;/N = p; is interpreted as the probability
of finding any particle, taken at random, with spin S, = A;, and similarly for ny/N, the
average may be expressed as

<Sz> = pl/\l —I—pg)\g. (17)

The last step is to use the expressions for p; and py, given in (1.6), to write this result
in terms of the state vector v and a single operator S, associated with the observable
quantity S,. The result (check it!) is

6



where

SZ - )\1P1 + )\2P2. (19)

The possibility of associating an operator (X, say) with any observable quantity X and
using it to get the expectation value (X), in any state with state vector v, is so important
that we’ll put it in a ‘box’:

The expectation value of any
observable quantity X, in state v,
is given by

(X) = - X
where the operator X associated with
the observable is

X= X1P1 + X2P2 + ...

(1.10)

The formula (1.9) is a specially simple example of this result, where X is the spin operator
S., X; and X, are the eigenvalues, namely A\; and A5, and Py, Py are the projection
operators onto the eigenvectors, «, 5. But (1.10) is completely general: it doesn’t
matter how many special states, with their eigenvalues and eigenvectors, there may be;
if there are more than three you just have to use a many-dimensional space; and you’ve
done that many times already, starting from Chapter 7 of Book 2, where instead of the
two eigenvectors «, § you had n basis vectors e, e, ... e,.

Example 1.1 A property of the eigenvectors.

The spin operator S, normally produces from any state vector ¥ a new vector ¢’ pointing in a different
direction. Make a test, using the operator (1.9) and the vector ¢ = %a + %ﬁ

Since Pia = « (the projection of « on itself) and P18 = 0 (projection of 8 on the a-axis), the first
term in S, will be %Ala. A similar argument leads to a second term %)\Qﬂ and therefore ¢/ = S, ¢=
%()\10[ -+ A2/3). But the spin components for the « and J states are A\; = —|—% and Ay = —%, SO

V' =S4 = g(a—p).

This is certainly different from the original ¢: it is in fact orthogonal to it, as you can verify by noting
that the scalar product of the factors v + 8 and o« — 3 is zero.

There are only two cases in which ¢ and v’ lie on the same axis: they are obtained by taking one of the
coefficients c1, ca to be 1 and the other to be 0, leading to

Y1 = q, Py = .

These are the eigenvectors of the operator S,, with eigenvalues A; and A, respectively. They are
solutions of the eigenvalue equation S, = \i.



With all the quantities we observe and measure in physics we can associate
operators: any state of a system is indicated by a state vector i and
in this state the observable X, with corresponding operator X, will have an
expectation value (X) = ¢ - X¢.

In certain particular states, with eigenvectors (i1,15, ... ), the quantity X will have
a definite value Xy, Xy, ... ) called an eigenvalue. The eigenvalues and eigenvectors
are solutions of the eigenvalue equation Xv¢ = X 1. (Remember that X stands for
the physical quantity being measured, a number of units, while X, in special type, is the
operator associated with it.)

In this Chapter, we’re just putting down the mathematical foundations of quantum
mechanics — the discipline that replaces Newton’s ‘classical’ mechanics when we deal
with really small systems like electrons and protons. Although we started by talking
about silver atoms in the Stern-Gerlach experiment, the simplest ‘spin—% particle’ of all is
a single electron; and experiment shows that the eigenvalues A1, Ay are in reality —i—%h, —%h
where 71 is a quantity with physical dimensions of angular momentum (MLT™!, or energy
X time) and numerical value 1.0545x1073 Js.

We can’t go any further into quantum mechanics until we know something about the
operators themselves, so that will be our next task.

1.4 Properties of the spin operators

As the angular momentum is a 3-component quantity, we expect it will have other com-
ponents S;,S, as well as S,; but experiment has shown that only one of them can be
measured and we've called that the z-component: any attempt to measure S, or .S, will
then spoil the result of the first measurement — we may find a value of S, say, but will
then lose the values of S,. We continue to talk about ideal measurements in the sense of
Section 1.1.

All we can say so far is that (using units of /& everywhere for angular momentum)
S.a = 1iaq, S.8=—18, (1.11)

for the spin states defined in earlier Sections. This simply says that a and 3 are particular
eigenvectors of S,. which multiplies a by the eigenvalue % and [ by —%. A second
application of the operator gives S.S,a = ia and similarly for 5. So the operator S?
multiplies both eigenvectors, and any combination (), by 71;3

S =1y, (1.12)

In other words, S? is equivalent to il, where | is the ‘identity operator’ which leaves any
vector 1 of the spin space unchanged.

To find some other properties of the spin operators it’s enough to note that ordinary
physical space is isotropic: what’s good for one direction is good for any other direction.



Therefore the squares of all three vector components will have associated operators just
like (1.12): and the operator associated with the squared magnitude of the spin S will be

S?=S2+S7+S2 =1l (1.13)
And when this operator works on any spin state vector v the result will be S%¢) = %w,
which can be written in the form

S* =3¢ =s(s + 1)1, (1.14)

where s = % is the maximum allowed value of any spin component. The value s(s + 1),
where in classical mechanics you would have expected s2, is characteristic of quantum
mechanics and is found for vectors of all kinds.

To find other properties of the spin operators we can again use the fact that physical
space is isotropic: we expect that the component of spin along any other direction (let’s
call it the 2’-axis) will have the same properties as S.,.

Now the component S’ of a vector along a rotated z-axis, pointing in the direction with
direction cosines (see Book 2) [,m,n, will be (In case you've forgotten, [, m,n are the
cosines of the angle the new z-axis makes with the old ones; and whichever way it points
P+m?+n?=1)

S =1S, +mS, +nS.. (1.15)

What we're supposing now is that the associated operator S/, when squared. will be
equivalent to %I, just as it was for s,. But if you multiply out you’ll find

S!? = PPS7+m?S} +n?S? +1m(S,S, +5,5:) + -
= 314 1m(S,S, +5,5.) + ..

and if this is to be equivalent to %I, for any values of the numbers [, m,n, then we must
have

(525, +S,5.) = (S,S. +S.S,) = (S.Ss + S,S.) = 0. (1.16)

Thus, if we apply S,S, to a 1 representing any spin state, and then S,S,, and finally
add the results, nothing will be left. The spin operators for different components are
said to anticommute. (They would commute if you had a minus sign between the two
products.)

It remains only to ask what the operators S;,S,,S. will do to the basis vectors o and
B of spin space. The following Example shows how to get the answer.

Example 1.2 Effects of the spin operators

We start from one spin operator, S,, and the definitions S,a = %a, S.p = —%ﬁ — which come straight
from the Stern-Gerlach experiment.

Using the last anticommutator in (1.16), we can write

S.(Ss) = =S,S.a = —1(S,a)
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as follows from S,a = %oz. This means S« is an eigenvector of S, with eigenvalue —%; but that is the
property defining 8 — or any multiple of it, k3 say. In the same way, working on § instead of «, you find
(S.B) is an eigenvector of S, with eigenvalue %; SO you can write

S.a = kf, S.8=FKa.

_1

la =

Now we know that S2a = i « and have just found that S, = kS and S, 8 = k'a. So we can say

S2a =kS.B=Fkka

xT

and, by comparison, it follows that kk’ = %. A similar argument, but starting from the second anticom-
mutator in (

Choosing the numbers k and &’ is more difficult: in general they contain a ‘phase factor’ and can be
written k = 1e?, k' = 1e7 where i?> = —1 and 6 is a real number. The usual choice is § = 0
in defining the S, operator, giving S,a = %B S.8 = %a; and # = 1 in defining S,, which leads to

Sya = %iﬁ. S8 = —%z’a. (The reasons for choosing the phases in this way will become clear later.)

In summary, the conclusions from Example 1.2 may be collected as:

(1.17)

As a third Example let’s find commutation relations for the spin operators: these must
apply to the operators themselves, without reference to any particular spin states.

Example 1.3 The commutation relations for spin

Let’s look at the first anticommutator in (1.16) and ask what it does when it acts on each of the eigen-
vectors o and (. Take it step by step, using the results we’ve just obtained:

1 . .
2

(SaSy —SyS:)8 = Su(—3ia—S,(30)
= —3i(38) — 2(3iP) = —3ip.

So the operator on the left, acting on «, simply multiplies it by 24; whereas, acting on 3, it multiplies by
2
—%z’. But the first equation of the pair therefore says that

(S2Sy — SySz)a =iS. v,
while the second equation says that

(SzSy — SyS4)B =1S.0.
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In other words the anticommutator has exactly the same effect as iS,, when it works on either of the two
basic eigenvectors, o and 3, and therefore on any combination v = c;a = ¢38. Two other identities can

be found (try it!), using the other anticommutators in (1.16).

The conclusion from Example 1.3 is that

S.S, — 5,5, = iS.,
S,S. — S.S, = iS,,
S.S, — 5.5, = iS,.

(1.18)

These are the commutation relations for spin. Such relations are easy to remember,
as noted before, because the subscripts follow the cyclic order zyz — yzx — zxy in going
from one equation to the next. The first equation says that the S,S,-anticommutator gives
you S, and to get the next you just change the labels x,y,z to y,z,x: the yz anticommutator
gives you the x-component. (The other choice of phase factor in Example 1.2, putting
0 = —1 instead of +1, would spoil the nice symmetry of the equations in (1.18). If you
work through it you find that similar equations come out, but with —S, in place of S,:
reversing the sign of the z-component corresponds to changing from a right-handed to a
left-handed coordinate system. But our convention has been always to use a right-handed
system — so if we change it in just one place we’ll be in trouble!)

To end this Chapter let’s use the properties in (1.18) to get two new operators which
let you pass easily from one spin eigenvector to another, with a different value of the
z-component. These are often called “step-up” and “step-down” operators, since they
increase or decrease the value of S, by one unit. They are very useful and important
because they apply to all kinds of angular momentum — not only to that of a single
spin—% particle:

Example 1.4 Step-up and step-down operators

Asin (1.17), we'll go on using S, Sy, S, for angular momentum operators, even in the general case: what
matters is only that they have the same commutation properties and that we can start from a state of
given S, — an eigenvector of the operator S,, with an eigenvalue we can call m.

From the operators for the x-, y- and z-components we’ll form two new operators St = S, + S, and
ST =S5, —1S,, called “step-up” and “step-down” operators, respectively.
To see what S, for example, does to a state vector ,,,, we must ‘test’ S, by applying S, (which simply
multiplied the original 1, by the eigenvalue m). So we need an expression for 5,5~ =S,S,; —14S5,S,; and
we want to get the S, over to the right, closest to the v, that it’s going to work on.
To do that we note that, from (1.18), the first term in S,5~ can be replaced by S.S; = S,S. +iS,; and
the second term (again using (1.18)) by —iS,S, = =S, —i5,S. On adding the two terms together you
find

S.(Se —1Sy) = (Sz —iSy)S, — (Sy — iSy)
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and, since (S, —1S,) =S~ (the step-down operator defined above) this may be re-written as
S.ST=S57S,-5".

Now suppose there is one eigenstate in which the spin z-component has its largest value of s units and a
state vector 1, with m = s. And let the operator just defined work on v,,. The result will be

st_¢m = S_Szwm - S_'(/)m
and, since S, just multiplies 1,,, by the eigenvalue m, this may be re-written as
S: (ST ¢m) =m(S ) — (S"¢m) = (m = 1)(S™ ¢m).

What does this tell us? It shows that when the ‘step-down’ operator works on an eigenvector of S, with
any eigenvalue m (not only m = s), it changes it into an eigenvector with m replaced by m — 1. This of
course is the reason for the name. A similar argument (try to work through it) shows that the operator

S+ leads from an eigenvector with eigenvalue m to one with m ‘stepped up’ to m + 1.

In summary, the “step-up” and “step-down” operators,
St =S, +1S,, S™ =S, —1S,, (1.19)

have the properties
St m = Ymi1, S m = V1. (1.20)

Note that the eigenstates should be labelled by two numbers, which we’ve denoted by s
and m (s being the maximum value that m can take, here being fixed and not shown.
These are the quantum numbers for spin and determine the allowed values of S? and
S, in any spin state.

The ‘spectrum’ of m values goes from —s up to +s and is discrete: for a single electron
s = % and m = :I:%, but many other systems exist with a larger spin, of S units. In
general, S (denoted by a capital letter) may only take values which are equal to half an
integer. For example S = 1(=12), S =3(=13), S=2(=14), ....

More about that later: for now it’s enough to know that for given S there are 25 + 1
quantum states, with M values —S5, —S + 1, ... +.5 — all very similar to the spin—% case,
but with quantum numbers (s, m) replaced by S, M. Note also that there’s always a ‘top’
state, with M = S, and a ‘bottom’ state, with M = —S. In Chapter 2 we’ll discover
where these mysterious rules come from.
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Chapter 2

How to generalize the basic ideas

2.1 From 2 dimensions to n dimensions

The Stern-Gerlach experiment has given us a lot to think about, but what else can we
get from it? So far we’ve been talking about measuring a physical quantity that can take
only two possible values, like ‘up’ (S, = +3) or ‘down’ (S. = —3). But the quantities
measured in Physics usually have an infinite number of possible values; and these values
may be separate from each other (i.e. discrete) or may be infinitely close together (i.e.
continuous). So we have to generalize everything to include such cases, starting from

what we’ve discovered already.

We'll follow the same steps we took in talking about the Stern-Gerlach experiment — but
just changing the notation a bit so it will apply to other kinds of measurement and will,
at the same time, remind you of the things you've done already in other books.

If we use X for the thing we're measuring (instead of S,) and use 1) = c1e; + coey for
the state vector describing our results (instead of ¥ = ciar + ¢of3), then we can easily
go to the case where X can be found with possible values Xi, X5, X3, ... X;, ... X,,, —
the number n being as big as we wish. Note that we are now going to talk about n-
dimensional vector space, like the the ones you first met long ago in Section 7.1 of
Book 2. We've kept ey, ey, ... e, for the basis vectors to remind you that in Section 1.1
a =e; and [ = ey, were eigenvectors (e-vectors).

An n-dimensional ‘state vector’ will be
n
77/} = ci1e1 + 969 + 363+ ... = ch-ei7 (21)
i=1

where the coefficients ¢; are, as usual, vector components. (The same word —“component”—
is used for both purposes: as the numerical coefficient ¢; of a basis vector e;, or as the
vector c;e;, which is one part of the whole vector v». And although i, j, k are often used as
general labels you mustn’t get confused when i is used for the complex number i = /—1.

With each basis vector e; is associated a projection operator P;, which ‘projects out’
the part of any vector ¢ along the ‘direction’ of e;. (Look back at Fig.4 to see what this
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means.) Thus

Remember also the interpretation of the components cy, ¢, in Section 1.1: ¢2 = p; was the
fractional number of times an atom was found to come out of the Analyser (Fig.1) with
S, = %, in a large number of observations. It measures the probability of finding that
value if you observe a single atom, taken ‘at random’, undergoing the same experiment.
In Fig.1, the fractional number p; was %; and the same conclusion holds for the other
possible result, so p; = py = % and p; + po = 1. In Fig.4, the components of the state
vector 1) were chosen to match this result: ¢? + ¢ = p; + po = 1 and the vector is then
said to be normalized to unity. In the picture (Fig.4), v is represented as a vector of

unit length.

The same interpretation can be used in the n-dimensional case, where the quantity X can
take n possible values. Measurement means doing an experiment to find which possible
value (X;, say) the observable X has: you must do it a large number of times (V) (without
changing anything between experiments), then count the number of times (n;) you record
that value (X;) and finally put p; = n;/N. That’s how you get an average or ‘expectation’
value of the quantity you're measuring: it’s simply

(X) = (”1X1 Lk ) - gpixi. (2.3)

N N

To get a geometrical picture of this, like the one in Fig.4, you only have to define the
components ¢; of the state vector ¢, choosing them so that p; = ¢, py = 3, etc., and the
vector will be normalized to unity because

n1+n2 nn_nl—i—nz—{—...—i—nn_N_l

N N TN N SN
(Of course you can’t draw the picture, because your paper only has two dimensions. But
by now that shouldn’t worry you. If the mathematics is OK you can use it!)

The next step is to associate an operator X with the observable X. In Chapter 1 we
defined a spin operator S, in terms of the eigenvectors o and 3 and the projection operators
P, and P,, which picked out the a- and B-components of the state vector ). And then
we found that (S.) could be obtained from ¢ in the form (1.8) — namely (S.) =1 - S.%.

We can do the same in n-dimensional space; but first need to say a word about the scalar
product, indicated by the dot between two vectors. This was first defined in Section 5.4
of Book 1, for a space with basis vectors which are mutually perpendicular (orthogonal)
and of unit length: such spaces are called “Cartesian”, after the French mathematician
Descartes. We still use them most of the time, owing to their simplicity. (For other
examples see Section 7.1 of Book 2.). The following part in small type is just to remind
you of things you should already know!

The simplest scalar product is the square of the length of a vector, which in two dimensions is || =
-1 = ¢ + cf. In n dimensions the corresponding form is the sum of squares of all components:

n
V> =cl4+ci+ei+ ... = Zciei,
i=1
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But for two different vectors, 1 and v’ the scalar product becomes
n
) =cic) +cadh + sy + . = Zcicg,
i=1

where the ‘primed’ components are those of 1), the second vector. -1’ is then the product of the lengths
of ¢ and v’ times the cosine of the angle between the vectors.

Perhaps you remember (Section 7.1 of Book 2) that for a basis of orthogonal unit vectors the distinct
scalar products take a very simple form

ei-eizl(alli), ei-ej:ejwei:O(i;éj).
You now have most of the mathematical ‘tools’ needed in Chapter 2 — and in much of the whole book!

The last step in generalizing what came out of the Stern-Gerlach experiment is to write
down an expression for the operator X to be associated with observable X: this will be
similar to the operator S, defined in (1.9) and follows on changing from 2 to n dimensions
(it’s as easy as that!). Instead of (1.9) we're going to get

X=X1Pi+XoPy . =) X;Py, (2.4)
=1

where, you’ll remember, the projection operator P; simply picks out the component c;e;
from any state vector 1 it works on — as in (2.2), above.

Having found this ‘geometrical’ form of the operator, let’s confirm that the expression

(X) =9 - (X¢) (2.5)

leads correctly to the expectation value of X in the form (2.3). This follows when the

state vector is expressed in terms of its components, as in (2.1). Thus, using (2.2) and
(2.4), we find

Xw = X(C161 + Co€9 + C3€3 + ... )
= <X1P1—|—X2P2 )(cle1+02e2+03eg—|— )
= X101e1 + XQCQGQ eee T+ chnen

and, on putting this in (2.5), the expectation value becomes

(X) = ¢-(X¢)
= (clel + co€9 + Cc3€3 + ... )(X101e1 + XQCQEQ -+ X3Cg€3; )

— in agreement with (2.3). This confirms the general principle stated in (1.10).

2.2 Some other spin systems

So far, the only actual system considered has been a single ‘spin—%’ particle, typically
an electron. But the original Stern-Gerlach experiment used atoms of silver, each one
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containing many electrons (47 of them!), buzzing about like a swarm of bees around a
heavy nucleus (as you may remember from Book 5). The reason why (as we now know)
the system behaves like a single spin—% particle is that most of the electrons ‘stick together’
in pairs, with their spin vectors coupled together to give a resultant spin zero. So the
next thing we have to think about is how spins can be coupled to a resultant total spin
with quantum number S = 0, %, 1, %, ...., and with a two-particle state vector, which
might be called W(1,2), using capital letters for states of two particles. For example, we
might use ¥(1,2) = a(1)5(2) to show that Particle 1 is in the up-spin state and Particle

2 in the down-spin state.

And how would you describe an observable, such as the z-component of total spin? In
classical physics, each spin component would be the sum of components for the separate
particles and would be found by measuring S, (1) + 5,(2). But in quantum physics 5,(1)
and S,(2) have associated operators S,(1),S.(2). Now we’ve just supposed that Particle
1 was in up-spin state a(1) — in which case S,(1)a(1) = (1) — and similarly Particle 2
was in down-spin state [3(2), for which S,(2)5(2) = —% (2). In classical physics angular
momentum vectors can be added by using the laws of vector addition, which you can
visualize by putting arrows together ‘head to tail’ and joining the first ‘tail’ to the last
arrow head to find the resultant vector. We can use the same picture in quantum physics,
thinking of two spins coupled to zero resultant when they point in opposite directions;
or coupled to give S = 1 when they point the same way. But that’s only to help our
imagination: the pictures just remind us of the things we’ve done in classical physics
(Book 4) and set us off in a similar direction. In the end we’ll be looking for numbers

that relate to real experiments.

We're starting with a system of two spin—% particles, Particle 1 and Particle 2, with spin
angular momentum having a z-component S,(1) for the first and S.(2) for the second.
Suppose each observable can be independently measured, so we can say, for example,
S.(1) has the value +1 and S.(2) has the value —3. (You don’t have to say how you
could get such results — this is a “thought experiment”!). Another way of describing this
is to say that Particle 1 is in State 1, with spin up, and Particle 2 in State 2 (spin down).
To put this in symbols we can say the situation is described by the two-particle state
vector W(1,2) = «(1)B(2). We can also define a two-particle operator S, (without the

labels) for the whole system:

S. = 5.(1) +5.(2) (2.
and can verify that W(1,2) is an eigenvector of S, with eigenvalue S, = S,(1) + 5,(2) =
1+ (—3)=0. Thus

S.a(1)8(2) = [3a(1)]B(2) + a(1)[-38(2)] = (3 — 5)a(1)8(2) = 0 x a(1)5(2),

where each term in (2.6) works only on the spin factor (o or  with the same particle
label.

Using the ST and S~ operators

(=)

First we need to show that the two-particle operators like (2.6) behave in the same way
as those for a single particle. For example, do the commutation relations (1.18) also
apply to the total spin operators S;,S,,S.?7 To show that they do you’ll have to put
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S: =5:(1)+5S,(2) and S, = S,(1) +S,(2) in the first equation of (1.18 and work out the
result. If it turns out to be the same as iS,, where S, = S,(1) +S,(2) then you can guess
that the two-particle operators will satisfy the commutation relations (1.18), because all
three equations follow simply from a ‘cyclic permutation’ of the labels x, y, z. We'll try it
in an Example:

Example 2.1 Commutation relations for 2-particle operators

The first commutation rule is S;S, — S4S; = S, and on putting in the 2-particle forms of the operators
we get

SeSy =SySa = [Sa(1) +S(2)][Sy(1) +54(2)] — [Sy(1

It all looks like a lot of hard work! But the spin operators with labels ‘1’ only work on factors «(1) and
B(1), not touching those for Particle 2: so, for example, S;(1)S,(2) on the second line can be written
in reverse order as S,(2)S;(1) and is cancelled by the same term on the following line with a negative
sign. It’s only when the operators in a term refer to the same particle that they have a non-zero sum.
That makes life much easier: the only terms left in the last expression for the commutator S;S,; — S,S,
are S;(1)S,(1) —S,(1)Sz(1) and S;(2)S,(2) — S, (2)S4(2). They are identical except for particle number,
being iS.(1) and S, (2), respectively, and their sum is just 3S,.

The conclusion from Example 2.1 applies, as you can confirm, to any number of particles:

If the spin operators for Particle j satisfy commutation relations
S:(7)Sy(7) — Sy (4)S4(7) = iS.(i) etc., then the corresponding total
spin operators S, = Y. S,(i) have exactly similar properties.

(2.7)

As a first example of how to use this conclusion let’s look at the step-up and step-down
operators in (1.20): they’re examples of “shift operators” (shifting the eigenvalue m up
or down) and, being expressed in terms of S, and S,, will have the same properties as
the corresponding 1-particle operators. So we’ll start from the 2-particle spin state with
U(1,2) = a(l)a(2).

Example 2.2 Spin states for a 2-particle system

If we apply the operator (2.6) to ¥(1,2) = a(1)a(2) the result will clearly be S, ¥(1,2) = (3 + 3)¥(1,2),
a state with spin z-component M = 1. We suspect that the total spin, with eigenvalue S will have S =1
(the maximum value of the z-component M), but we should prove it.
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For a single spin—% particle we have m = s = %, but for two ‘parallel-coupled’ spins the maximum z-
component is M = 1. What can we say about the total spin, which (in classical physics) has a square given
as 5% = .24+ 5,7+5 27 In quantum physics, this will have an associated operator $* = $2+52+S? and
to find its eigenvalues we must express it in terms of ‘known’ operators. But we only know the properties
of S,,5%,57; so let’s play with the last two:

S™St = (S, —iS,)(S.+1S,) =S2+ Sy2 +14(S4Sy — S4Sz),

S*S™ = (S, +1S,)(Ss —iS,) =S2 + Sy2 —1(S4Sy — S4Sz),
noting that both products lead to S.2 + Sy2. But the first form gives an extra bit i x ¢S, , while the second
gives an extra —i x iS,. The unwanted ‘extra bits’ (when you’re aiming for S 2 —|—Sy2 +52) can be removed

by adding S., to the first form, or subtracting S, from the second form. Then, by adding S2 to both,
you'll find the two alternative forms of S

$2 =SSt 4+5.+52 S2=S¥S"_S, 4+S2

Example 2.2 has given us two alternative expressions for the total spin operator S? in
terms of operators we've already used. They are

§2=S"S*+5,+S2

S2—StS~ -5, 45?2

(2.8)
and they hold good for any number of particles, not just 2.

If we have a spin state Wg s, where S is the maximum value that the quantum number
M can take, we know that S, simply multiplies Wg s by the quantum number M — which
is an eigenvalue of S.. On the other hand S~ reduces the value of M by 1, while S*
increases it by 1, so

S Vo =kyVsni, StWon = ki Vs i, (2.9)

where the numerical constants have been put in because we don’t know if the shift oper-
ators also change the length of a state vector — just multiplying it by a number. (We’ll
have to check that later.)

Since Ug p—g (with M = §) was taken to be the ‘top’ state, it can’t be stepped up: S*
must destroy the state vector, multiplying it by zero. But it can be stepped down to give
a whole series of eigenstates of S, with quantum numbers M = S5, S — 1, S — 2, ... until
you reach the ‘bottom’ state, with M = —S, which must be destroyed by the operator
S~. The spectrum of possible states is bounded by those with M = +S. Examples of the
states for a 2-particle system, reached by using the step-down operator can be collected
in a ‘picture’ as below, where the values of S, M are shown on the left, followed by the
expressions for Ug »s obtained from the top state with M = 5).
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o (1,1) ¥y =a(l)a(2)
e (1,0) Uio=p3(1)a2)+a(1)s(2) e (0,0) Yoo =A(1)a(2) —a(1)3(2)
o (1-1) ¥y 1 =p5(1)B(2)

Everything looks fine; but where did Wy, come from? It doesn’t belong to the same
‘family’, corresponding instead to S = 0. You can easily check that by working on it with
either of the operators in (2.8) to get the eigenvalue of S? (do it for yourself!). If you do
the same for any of the eigenvectors with S =1 (e.g. ¥;; = a(1)a(2)) the answer will
be S(S + 1), not the S? you were probably expecting. But if you go back to Section 1.1,
you’ll see that even for a single spin-hal f system the eigenvalue of S? was given by the
same rule, but with S = 3, as —( + 1). So there are still some mysteries to clear up.

You should also check that the eigenvectors on the same line (i.e. with different eigenvalues
of S? are orthogonal. (Find their scalar product, using the properties of the as and s —
namely a-a==0-=1,and a- f = - a = 0 for each particle: when this is zero the
vectors are orthogonal.)

As another example let’s take a 3-particle system, starting from the state vector for all
3

spins parallel-coupled with S = M = 5. (The particle labels can be left out if we agree

to keep them always in the order 1,23, so afa will be short for a(1)5(2)a(3).)

e (3.3 P33 =aaa

e (3,3)  ¥(33) =Baa+afa+ anf
o (3,-3) W(3,-3) =pBa+paf+abs
o (3.-3) W(3,-3) =788

Note that the M-values still go down in unit steps as you go down the page, but the total
spin quantum number is now half an odd integer and there is no state for M =0

Again it’s possible to find another family of eigenvectors, this time with S = 5 instead of
;’, namely ‘If(é, %), \IJ(%, ——) In general, the S quantum number has allowed values going

down in unit steps until you reach the lowest value 0 (for an even number of spins) or l

(for an odd number) and for any given S there are 25 + 1 states of different M.

It remains only to find a general formula for the eigenvalues of S? and to ‘normalize’ the
eigenvectors. This is done in the next Section.

2.3 Vector spaces with a Hermitian metric
That sounds like quite a mouthful of strange words — but in fact we’ve been using vectors
and the operators that send one vector into another ever since Book 2. And we know

that two vectors have a scalar product, a number that determines their lengths and the
angles between them, and a vector product, which is another vector. We've introduced
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sets of basis vectors e, ey, ...e, as in (2.1), to define an n-dimensional space, and we
remember from Book 2 (Section 7.1) that a square array of all possible unit vector scalar
products, such as

€1-€ €1-€y €1-€3

€y-€ €y-€ €9-€3 (2.10)

€3-€1 €3-€9 €3-€3

completely determines the metric of the space — the lengths of all the vectors it contains
and the angles betwen them. All that, was for vectors of the form v = 3" | ¢;e; with
real components ¢y, Cg, ...c,. But now, in quantum mechanics, the ‘imaginary unit’ (),
with 2 = —1, is beginning to appear (e.g. in the basic equations (1.16)) and sooner or
later we’ll have to deal with vectors whose components are complex numbers (Book 2,
Section 5.2). The next Example shows how we can get round this difficulty:

Example 2.3 Vectors with complex components

When vectors were first introduced, in Book 2 of the Series, space was taken to be 3-dimensional with a
metric defined in (2.10). The ‘length’ v of any vector v = vie; + voes + vzes was then determined by the
sum of squares of the components: v? = v,? + v + v and any length (the distance between two end-
points) could thus be defined as a positive number. This is one of the fundamental axioms of Euclidian
geometry: v -v > 0 for all non-zero vectors. But when complex numbers are admitted this is no longer
true. For example, if v is multiplied by i the square of its length becomes —v - v, which is negative. From
any complex number, however, a real number can be obtained by introducing the complex conjugate: if
z = x + 1y where x and y are real, the conjugate is defined as z* = = — iy, simply by reversing the sign
of 4. Similarly, the number associated with the squared length of vector v may be re-defined in terms of
its components as v;*v; + v5've + v5 vz instead of v + vy + v, More generally, for any two vectors
u and v, their scalar product will be defined as u;*v1 4+ us v2 + usvs and instead of calling it “u-v” we’ll
have to use a new name for it. Several notations are commonly used, but here we’ll just put the vectors
side by side, with a vertical bar between them: thus, (ulv).

For vectors with complex components, the left-hand vector in any scalar product will be replaced by one

with —¢ in place of ¢ in all its components.

The result obtained in Example 2.3 — where u - v had to be re-defined as (u|v) to admit
complex components — means that the metric matrix (2.10) should be replaced by

(erler) (eile2) (erles)
(ealer) (ealea) (eales) (2.11)
(esler) (eslea) (esles)

for a space in which the vectors are allowed to have complex components. In general
(ulv) will stand for the Hermitian scalar product: the left-hand vector in any such
product, by convention, will have ¢ replaced by —i in all complex components. Such
spaces may also be n-dimensional and two vectors, v = vie; + voes + ... + v,e, and
V' =v"e; +v5°eg + ... +v,7e,, are often said to be “dual” to each other.

Spaces of this kind are described as having a Hermitian metric, being named after the
French mathematician Hermite.

Finally, note that the order of the vectors in a Hermitian scalar product is no longer
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unimportant. For any two vectors, u and v,
(ulv) = (v|u)* (2.12)

as you can easily see because the scalar product on the right-hand side is short for v;*u; +
Vs Ug + v5ug + ... Since (z*)* = z for any number z (change ¢ to —i and do the same
again!) its complex conjugate in (2.12) becomes vyuy" + vouy + vsus + ... and this is the
same as (u|v).

2.4 What can you do with all that mathematics?

We're starting to work with vectors and operators: in quantum mechanics the vectors are
usually defined in a space of the kind introduced in the last Section and the operators, like
S:,Sy. S, are ‘recipes’ for getting from one vector to another. For example, the operators
defined in (1.20) for a single Spin—% particle and generalized for more than one particle in
(2.9), work on vectors of ‘spin-space’ according to

S+\1157M = kJ\IJ&M_H, S_\I/S’M = kJ\Z\IJ&M—l' (213)

It’s now possible to find what values the constants k,; and k,, must have in order for the
new states to be normalized to unity. For example, we require g1 = S™Wg /Ky, to
have unit modulus, supposing that this is true for the ‘un-shifted’ state Wg 5,. This looks
a bit difficult because the scalar product we want to set equal to 1 has the operator S™
working on both the left- and right-hand vectors: it is (S™Wg |S™ Vs ar)/(ky/ k), where
the k-factors have been moved out of the scalar product (remembering that the left-hand
one must be replaced by its complex conjugate).

The next short Example shows how we can deal with things like that.

Example 2.4 The adjoint of an operator

Moving things around inside a scalar product is easy if you use the basic property (2.12). Suppose we
have state vectors ¥ and ¥’ and two operators A and B.

First put U = AU, so you can say from (2.12) that (¥|Ay) = (A¥|¥)*. By taking the complex conjugate
of both sides this gives also (Ay|¥) = (¥|AT)x. So you can move the operator across the bar, changing
the scalar product only into its complex conjugate. If there’s no change at all, the scalar product is a
real number and the operator is said to be a Hermitian operator.

Next look at the operator C = A + B, where both A and B are Hermitian operators. From above it
follows that (¥|CW¥) = (V|AT) + i(V|BY) = (AliBY) = (VA|T) + (—iB¥|¥) where ¢ has been replaced
by —i in moving the operator iB to the left. If we define a new operator, usually denoted by Cf = A —iB
and called the adjoint of C, the last result may be written more neatly as (C¥|¥) = (¥|CT¥). Clearly,

Hermitian operators can also be described as “self-adjoint”.

The rule just discovered also works the other way round: an operator of the form C =
A+1iB, where A and B are both Hermitian, can be moved from one side of a scalar product
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to the other provided it is replaced by its adjoint operator C' = A —iB. Thus,
(CT|W) = (V|CTD). (2.14)

We can now go back and finish the job we started in (2.13): we wanted to use the step-
down operator S™, starting from a ‘top’ state with M = S (the maximum value) to get
states with M =S —1, M = 5 — 2. and so on. But we wish to choose the constant k,,,
in the definition S™Wg s = k,;Wsar—1. so that the state vector stays normalized in every
step. This requires that the scalar product of the vector with itself is equal to unity for
all values of M. In other words we must choose the constant so that

(S™Usnm|S™Wsnr)/(kykyy) = 1. (2.15)

Now the ‘state labels’ S, M are determined by the eigenvalues of the operators S? and S.,
so to get the value of the scalar product in (2.15) let’s try to express it in terms of them.
First, note that the operators S~ =S, —iS, and ST =S, + S, are adjoint: S~ = (ST)T.
So S~ on the left in the scalar product can be moved to the right (jumping over the bar)
if we replace it by S*. Thus

(S W |S Usnr) = (Yoar | STS Wons).
But then, from (2.8), it is known that STS™ = S? + S, — S 2 so altogether
(S_\P&M | S_\I/5'7M) = (\I/S,M | [52 +S, — Sz]\I’S,M)-

And we're finished! The three operators inside the square brackets just multiply the
state vector Wg 5, by the eigenvalues, S(S + 1), M, and M?, respectively. On going back
to (2.15), putting in these results, and removing the unnecessary g j/-factors, the final
result is

|kyl? = (S Wsm|S W) =S(S+1)+M— M. (2.16)
This can also be written (check it!) as (S + M)(S — M + 1) and, on putting this value in
(2.13), the result of the operation becomes S~ Vg )y = \/(S +M)(S—M+1)Ugp;.
The step-up operator in (2.13) can be handled in the same way. Both results are impor-

tant, applying to angular momentum in general (not only to spins), so we’ll put them
together in a box:

S Usy=+(S+M)(S—M+1)Ug 1,

STWsn = /(S —M)(S+M+1)Ug 1.

(2.17)

Before starting on Chapter 3 remember what you’ve already done: you're already deep
into quantum mechanics and, even if you need a bit more time for so many new ideas
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to sink in, you now have all the basic mathematical tools for going on to the end of the
book.

But the most miraculous thing about what you’ve done so far is that it all came out of so
little — a single experiment that was done several years before quantum mechanics really
got started, together with a few general ideas about ‘space’ and ‘measurement’. Of course
you needed to look back at other Basic Books (especially Books 1 and 2) — and you had
to do quite a lot of thinking. But it’s all something you can do.
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Chapter 3

And now to Schrodinger!

3.1 Five years on —

A note to the reader. Some parts of this Chapter will be difficult on first reading them;
so when you find it hard just skip over the bits you don’t understand, getting an idea of
the way the argument is going and of the results that are coming out. You can come back
to the proofs and other details when you feel ready — you're not preparing for an exam!

Chapters 1 and 2 took us from the Stern-Gerlach experiment, made in 1921, deep into
quantum mechanics, showing how things might have happened. But that’s not the way
they did happen. It was not until five years later, that Erwin Schrodinger formulated
his famous equation, which still provides the most commonly used form of quantum
mechanics. About the same time, Werner Heisenberg made another, completely different
approach to the subject; and by around 1930 Paul Dirac had shown that the alternative
approaches were mathematically equivalent. At that point mathematicians like Weyl and
von Neuman entered the field and turned attention towards the interpretation of quantum
mechanics — about which, 80 years later, there is still much argument. But the fact is that
the theory works beautifully and allows us to make predictions of things like the structure
and properties of matter in its many forms — from atoms to molecules and solids — at a
level of accuracy set only by the power of our computers. And even down inside the
nucleus, where new particles are still being discovered, quantum mechanics (with tiny
corrections to include the effects of radiation) still provides the best way we have for
predicting what goes on.

Dirac’s formulation is not far from the one already uncovered in the earlier chapters, so
you already have most of the background you need for understanding quantum mechanics
in its present form.

At the same time it should not be forgotten that quantum mechanics has a long and
fascinating history, starting about 1900 when Planck, de Broglie, Einstein and others
recognised that ‘classical’ physics could no longer be applied in dealing with radiation
(see Book 10) and its interaction with matter. And continuing with attempts by Bohr
and his collaborators to lay the foundations of an early form of quantum theory.
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In Book 11 we're wanting to ‘get there fast’ by using what we know now, but some day
perhaps you’ll be able to read the whole story. Meanwhile, let’s continue to build up from
the foundations laid in Chapters 1 and 2, starting from the idea that measuring some
physical quantity or ‘variable’ is like observing its value a large number of times and then
taking an average as the ‘best estimate’: if the experiment is repeated yet again, without
any kind of change, this estimate is taken as the expectation value of the variable.
(Alternatively, instead of doing the same experiment a large number of times on a single
system, we can do it on a large ‘assembly’ of identical copies of the system: that’s what
happens in the Stern-Gelach experiment, where the beam of silver atoms is separated by
the Analyser in Fig.4 into two smaller assemblies of up-spin and down-spin atoms. It
doesn’t matter which interpretation is used.)

So far our ‘system’ has been a single particle, spinning around the z-axis, and the variable
we've been talking about has been the angular momentum S,. This is a very special ob-
servable because it is found to have only two possible values, i% in units of a fundamental
quantity h. The observable values are discrete and there are only two of them: the spin
is a “two-valued observable”.

However, most of the quantities we measure in science are not like that: they can take
any number of possible values, usually in the range 0 to oo, or —oo to +o0; and they are
continuously variable. (Examples are the distance x of a particle from a fixed point on
the x-axis, defined in the interval (—oo, +00); and its distance from a fixed point in space,
defined in the interval (0, +00), which is always positive).

If we could measure the value of some such quantity = (e.g. the x-coordinate of a particle’s
position at some given instant) we might record an approximate value x ~ z7, meaning
that the value lies in a small interval (x;,z; 4+ §). Here we imagine the x-axis is marked
out in points at xy, x9, T3, ... Tk, ... separated by spaces of width § — the smallest distance
we can measure. And when we say x ~ x; we’ll mean that, as far as we can judge, the
value of x lies within the interval (zy, xy +0). This gives us a mathematical way of saying
where the particle is at a given time, allowing for the fact that our measurements may be
uncertain. And this allows us to generalize what was done in Sections 1.1 and 1.2.

Every attempt at measuring  means deciding which category it belongs to: if we say
x =~ 3, we'll mean its value appears to be in the tiny interval (zy, 2. 1) and by counting
the number of times (ng,say) we find it there, in a very large number (V) of experiments,
we can assign the variable a probable value x, with a probability px = n;/N. You know
something about probabilities from Book 5 (Chemistry), and even about probability
densities (probabilities per unit range of what you’re talking about); if you’ve forgotten,
read Chapter 4 of Book 5 again.

Now for every value of k£ we're asking if the recorded value of x lies in the kth interval. If it
does, we increase ny by 1; so ng is a ‘counting index’, which we use to get the probability
of finding a result in this category, namely p, = ny/N. But the value you get for p; will
also depend on how big ¢ is; if you double d, the number of measurements you record
will also be approximately doubled. So we can say px = p(z))0 where p(xy) becomes a
continuous function of z, evaluated at the point x = x. In the notation of the differential
calculus (Book 3) we take an infinitesimal interval § = do and write py = p(x)dx for the
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probability of finding a result in the kth category. The continuous function p(zx) is the
probability density for finding x in unit range ‘at’ the point z = xy.

3.2 Pictorial representation: the wave function

Remember Figure 4, where we pictured the state vector v for a two-state system in terms
of unit vectors a and 8 along two orthogonal axes. The results of observing the spin
component S, fell into two categories, ‘spin-up’ and ‘spin-down’, and this was represented
mathematically by writing ¢ = c;a + ¢o 5, where the coefficients ¢; and ¢y had the prop-
erties ¢ = p1, ¢f = po, being the probabilities of finding S, = 3 (spin-up) or S, = —1
(spin-down). We introduced ‘projection operators’ Py, Py for picking out the o and g
parts of the vector ¢ and were led — without really noticing — to one of the fundamental

principles (1.10) of quantum mechanics.

In Section 2.1 we found that the basic results could easily be extended to the observation of
other measurable quantities, where the possible results fell into any number of categories.
But now we want to extend the whole mathematical framework to admit the measurment
of continuously variable quantities, where the probabilities p, ps, ...px... of finding discrete
results x1, x2, ...xy... are replaced by probability densities — which are continuous functions
p(z) of the variable being measured. This is a big step: it leads to Schrédinger’s great
invention, the wave function ¢ (x), whose square modulus gives the probability density
p(x) = |[(x)]? for finding a particle ‘at’ point x. (We're not going to do this the way a
Mathematician would do it — but after all Schrodinger started life as an engineer, and you
don’t have to be a great Mathematician to do good Science.)

To avoid difficult mathematics we’ll go on using k as a discrete index labelling the cate-
gories into which the observed value of x may fall. Category k will refer to the set of ny
observations in the interval (zy,zy 4+ ) and we can then take over all that was done in
Section 2.1, noting only that the total number of categories n and basis vectors e; may
now tend to +oo (as long as it is ‘countable’).

We'll use lower-case letters, x1, o, ...x%, ...z, for values of the x-coordinate of a particle’s
position and write, as in (2.1),

¥ = C1€1 + Co€g + C3€3 + ... = Z CrCL, (31)
k=1

but using from now on an upper-case ¥ for the general state vector.

Again, with each basis vector there will be a projection operator P, with the property
PV = crex; and the coefficients ¢, will be chosen so that c,f = pr = ni/N (i.e. the
probability, or fractional number of times, that an observed value of x falls in the interval
Note that the set of projection operators for all intervals has the following properties:

o P, U = ciei, describes the operation of selecting results with x in the range (z, z+0)
from the assembly of all results contained in W. The selected results form a sub-
assembly with z having the observed value x ~ z: it is described by the vector
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crey for a pure state, while W itself describes a mixed state which may contain
results in all the categories.

Repeating the selection can give nothing new, so P P,V = P, ¥ and since ¥ is any
state vector this is an operator property:

P2 =Py, forall k

Operators of this kind are said to be idempotent and we’ve met them before in
Book 1 Section 6.2 — where the different categories referred to animals in the market
place. (We've come a long way since then! but still it’s worth looking back.) We
now see that when an operator is associated with an ideal measurement it must be
an idempotent operator.

Selecting values in category j, however, from an already selected category k can give
nothing:
PiP,¥ =0, forall j #k

where the zero operator 0 destroys any vector it works on. Again this is true for
any ¥ and is an operator property — after selecting only results in category k you
won’t find any in category 57 among them. Operators with this property are said to
be exclusive.

If you take the sum of all selected categories, you’ll get back the original assembly,
represented by the state vector W. Thus

> P =T
k=1
and as this must be so for any W it follows that
> Pt
k=1

the ‘identity’ operator which leaves any state vector unchanged. The set of all Py
is said to be a complete set.

We can now define a ‘complete observation’ of the variable x: it is one in which a fractional
nunber ny/N(= pi) of observations of x yield results © ~ xy, for all the infinitesimal
intervals, of width ¢, into which the whole range is divided. Figure 5 will help to fix
things in our minds.

_ P}\ ————— Pt Figure 5.
/"p,, Pk Values of x in three intervals
- (shown by dots in Interval k)

Ordinates at xy_1, T, Tpr1 show

L corresponding pg-values.
Interval K — 1  Interval k& Interval k£ + 1
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The whole range of possible values of x is indicated by a horizontal line (the x-axis),
divided into intervals that go from x = x;, to xp+9. Interval k is shown, greatly magnified,
between Interval & — 1 and Interval k + 1 (with no spaces between them), and the bold
dots mark the n; recorded z values for particle positions found in Interval k.

When we talk about a particle ‘at” point x = x; we’ll be thinking of one of those dots.
(Doesn’t this remind you of Figure 16 in Book 5, where the dots marked ‘hits’ when you
were aiming at a target?). If we draw a vertical line of height py, for each interval, we’ll
have a picture of the probability distribution, p = p(z), shown as a broken line.

Now let’s turn to the geometrical representation of ¥ in terms of basis vectors e, along
the lines of Fig.4. But here the bold arrow represents ¥ = cje; + coes + c3e3 + ... and the
coefficient ¢, is the projection of the state vector along the direction of e.

Don’t get mixed up! This is a representation space with an infinite number of dimensions — nothing
to do with a ‘real’ 3-space in which z,y, z may be coordinates labelling the position of a point. It just
happens that x is a physical variable whose value we’re interested in measuring. The representation space

is something we’ve made up in our minds to give a ‘picture’ of the measurements we make.

Here ¢, will represent the value of |¥| at z = k (in units of §) and when the unit becomes
small enough |¥| — |¥(x)|, a continuous function of the x we're measuring ‘in real space’.
To see how nicely things work out let’s suppose W is a unit vector as in Fig.4.

Example 3.1 Going from discrete to continuous

For a discrete space, with the integer k running over all n components of a vector, we must put the
squared length of ¥ equal to unity:

n
W2 =cl4+cid+ed+..= Zc,f =1.
k=1

But for a continuous space the corresponding condition becomes

“+o0
|2 :/ () 2dx = 1.

— 00
The components of ¥ become continuous functions of x, namely ¥(x), and the square modulus of the

vector becomes a definite integral (see Book 3) over all possible values of x.

The ‘length’, or modulus, of a state vector W thus follows from the continuous function
U(x) representing it by integration. When the observable values of the variable z run
over the range —oo to 400 the square modulus is given by the integral

+o00
|W|? = / U (2)|*dz = 1. (3.2)

o0

A key feature of Schrédinger’s wave mechanics is that W(z) itself is not an observable
quantity: only the square modulus |¥(z)|? has physical meaning. It gives the probability
per unit range of finding the particle at point x:

ple) = [U(a)]> (3.3)
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And (3.2) means simply that the probability of finding it somewhere along the x-axis is
unity, corresponding to certainty. When we study motion of a particle in ‘everyday’ 3-
space we’ll find that these conclusions are general, applying to a wave function ¥(z,y, 2)
of all three position coordinates.

3.3 The definition of uncertainty

So far, the only physical variable we’ve been studying is the x-coordinate of a particle
moving along the x-axis. If it is found ‘at’ = (i.e. in the range x to x + dz), with a
probability p(z)dz, then the probability of finding it in the finite interval (z1, z9) will be,
with the normalization of (3.2).

T2 T2
P(xy,29) = / p(x)dr = / |U(z)|*dz. (3.4)

T T
The average or ‘expectation’ value of x, namely (z) (often denoted by z), follows directly
from the distribution function p(z). To get it we must multiply each measured value (zy)
by the fractional number of times it is found (p(z)dz for x = zj) and take the sum of all
contributions as x goes from —oo to +00 — which becomes the integral

(x) = /OO xp(x)dz (3.5)

—00

One very common form of probability distribution is described by the Gaussian function,
shown below in Figure 6, as used in Chapter 4 of Book 5

I
I
I Az |
|

z=0 x-axis
Figure 6. The Gaussian curve

As the curve is symmetrical about the mid-point x = 0, the average value is in this case
T = (z) = 0. But there is clearly an ‘uncertainty’ in any measurement of x we might
make: the curve indicates a considerable ‘scatter’ of observed values around the mean
value . We need a single number to show how big the uncertainty is — and find it in the
following Example.

Example 3.2 The uncertainty in a measured value of x

To measure the uncertainty in x, one can ask for the average deviation of x from its average value z. If
we used x — T for this quantity, we should again find zero — every positive value being exactly cancelled
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by a negative value (just look at the Figure). But by “deviation” we really mean the difference between
2 and Z without the + sign i.e. |x — Z|. In practice it is easier to use

D=(Aa?) = (-
o0
— 00
<x2> - 256( )+ <i’2>
(@?) -
— since 7 is just a numerical factor and the last term comes from z2(1) when p(z) in the definition (3.5) is
normalized to unity. This is called the mean square deviation and is an essentially positive quantity.

The square root of D is called the root mean square deviation: it is indicated by the broken lines in

Fig.6 and shows the extent of the ‘spread’ of observed z values around the mean value Z.

Example 3.2 has given us a precise numerical measure of the uncertainty in position of a
particle moving along the x-axis and described by a wave function ¥(z); it is the square
root of

(Az?) = () — 7% = / (2 — 20 (o)2da. (3.6)

[e.9]

At the microscopic level we can never get rid of uncertainty: if we manage to make it
very small in one of the observables we're trying to measure, then we’ll make it bigger
and bigger in others. In the next Section we’ll find how the different uncertainties are
related and how this allows us to discover the properties of the operators that we must
use in quantum mechanics.

3.4 Heisenberg’s Uncertainty Principle

Note. You will find some of this Section difficult: read earlier Chapters again before
starting on it (especially Example 2.8 of Chapter 2).

We noted in Chapter 1 that the commutator of two operators had a special significance:
see, in particular, the commutation relations for spin operators. For any two Hermitian
operators, A and B say, we could define their commutator by C = AB—BA; but this would
not be Hermitian. The adjoint of C would be

(AB — BA)" = (BTAT — ATBT) = (BA — AB)

— since Hermitian operators are self-adjoint (AT = A, BT = B).
In that case C would be anti-Hermitian, C' = —C, and would not represent anything
observable. It’s better then to define the commutator as

1C = AB — BA, (3.7)
where the factor i ensures that the operator iC is Hermitian.
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We start from the fact that any non-zero vector W has a ‘length’ |¥| which is real and
positive, so for any operator X the new vector XW¥ will have the property

(XT|XT) >0 (3-8)

Now let’s choose X = A 4+ AB and try to find a condition relating expectation values of
A2, B? and AB, BA — which are not far from the things we’re looking for. And then work
through the next two Examples.

Example 3.3 What follows from (XW|XW) > 07 (Step 1)

On substituting X = A 4+ AB, where A is any complex number, we get (remembering that A on the left
side of a scalar product must be changed to \*)

(XTXT) = (AT + \*BU]|[AT + ABY])
(AU|opAY) + |A]*(BY|BY) + A\(AU|BY) + \*(BU|AD)
(U|A2W) + |2 (T[B2W) + A\(V|ABW) + \*(¥|BAW) > 0,

since,for Hermitian operators, the operator on the left in each scalar product can be moved to the right.

Next we have to choose A to get a more useful form of the last result: we take it to be
A = a+1ib, where a and b are arbitrary real numbers. And then we’ll use a trick you learnt
years ago (Book 1) in dealing with quadratic equations. It’s usually called “completing
the square”. All this will be done in the next Example.

Example 3.4 What follows from (XW|X¥) > 07 (Step 2)

On putting A = a + ib the result from Example 3.3 gives

(XWX (U|A2T+) + (a? + %) (U|B? W) + a(U|ABY) + a(V|BAY) + ib(¥|opABWY) — ib(¥|opBAY)
= (U|A2T+) + (a® + b?)(P|B?T) + a(T|DT) — b(T|CT),

where D = (A + B), iC = (AB — BA).

The term (¥|DW) is of no interest and (since a is any real number) can be removed by putting a = 0.

At this point we're left with an expression for (XW|X¥) that can be written (X¥|XW¥) = Pb*> + Qb+ R,
which is quadratic in the real variable b. The constant coefficients in this expression are

P =(V|B¥), Q= (V|C¥), R=(VA%D)

and if you set (X¥|X¥) equal to zero you get a quadratic equation of the kind you studied in Book 1
(Section 5.3). Let’s rearrange it in the same way by ‘completing the square’. It becomes

2 _ 2 Q E
PVr+Qb+R = P[b +P+P}

Q) (@) R
(r+35) - (i) + 7

where the second term inside the square brackets cancels the unwanted Q2/4P? that comes from ‘com-
pleting the square’ in the first term. Finally, since b is any real number, we can choose it to make the

P

)
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second term zero; and on putting in the values of the constants P, @, R and multiplying throughout by
4(W¥|B2W) the whole expression becomes (check it for yourself!)

4(T|B*T) (XT|XT) = 4(T|B>T)[(U|A*T)(T|B?T) — 1(T|CD)).

Since the expectation value of the operator B2 is real and positive, the inequality we started from
(XW|X¥) > 0 gives directly the end result

(T|A%T)(T|B?T) — L(w|Cw) > 0.

The result from the last Example is a very fundamental and important inequality: it
is true for any two Hermitian operators, A and B, with a commutator iC = AB — BA,
working on a state vector W:

(T|A*T)(T|B*T) — 1(T|CT) > 0. (3.9)

Remember that the first two factors are closely related to the mean square deviations in
the measurable values of quantities represented by the operators A, B. The uncertainty
Ax in position of a particle moving along the x-axis was defined in Example 3.2 as the
square root of (Ax)? = (2?) — * (average value of 22 minus average value of ). The same
definition is adopted for other observables, such as A and B, except that here we don’t
know how to measure such quantities; and if we agree to use the basic principle (1.10
we still don’t know what operators, A and B, to associate with them. So we’re working
in the dark! We must depend on the symbols alone until we discover their properties —
as we did for the spin operators. So we go on using A, B, ... for the operators and the
ordinary letters A, B, ... for the observables we associate them with. The uncertainties

in the quantities A and B will thus be taken as
(AA)? = (A% — A®, (AB)* = (B*) — B?, (3.10)
where the expectation values are determined by the usual rule (1.10):
A= (A) = (V|AT), (A% = (V|A*D) (3.11)
and similarly for other operators.

Example 3.5 The Uncertainty Principle

The expectation values (V|A2¥) and (¥|B2¥) in (3.9) are not the uncertainties themselves; but since
AA% = (U|(A— A)2W), and similarly for AB?, they are easily seen to have exactly the same commutator.
Thus, putting (A — A) = A/, and similarly (B — B) = B/, the commutator iC’ = A’B’ — B’A’ becomes the
difference

The first term gives
AB - AB — AB+ AB

while the second gives a similar result with A and B exchanged, namely

BA — BA — BA + BA.
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The difference is simply AB — BA, all other terms cancelling in pairs.

In summary, iC’ = iC and we may use A’ and B’ in the first two terms of (3.9) instead of A and B. When
that is done the result may be re-arranged to give

(U|AT) x (|BT) > L(W|CP)?

1
4

and from (3.10) it follows that AA% x AB? > 1(¥,C¥)2.

Example 3.5 completes the derivation of Heisenberg’s famous Uncertainty Principle in its
general form. On taking the square root of the terms on both sides of the inequality >,
in the last equation, it follows that

AAx AB > L(W,C). (3.12)

This gives a precise lower bound to the product of the uncertainties in any two observables.
Before it can be used we must know what operators to associate with the various physical
variables we want to study — components of position, velocity, energy, etc. and then we’ll
be able to pass finally from Classical Mechanics to Quantum Mechanics.

3.5 Schrodinger’s Wave Mechanics

What are the physical observables we need to study in dealing with, say, a single particle,
moving along the x-axis? In classical mechanics we’d probably think first of position (x)
and wvelocity (v,); and things that can be derived from them, like momentum (p, = mu,,
where m is the particle mass) or energy (E = imv? + V(v,). (If you've forgotten about
these things you’d better read again the first parts of Book 4, because all the same concepts
are carried over into quantum theory.)

In Quantum Mechanics we're going to associate operators with the basic variables which,
for a 1-dimensional system will be x and p, (p also denoting momentum). Operators
for other quantities (e.g the energy) will then be set up by starting from the classical
expressions for them, in terms of x and p,., and substituting the corresponding operators x
and p, — as soon as we know what they are!. The possibility of doing this is ‘guesswork’ and
was first put forward as the Correspondence Principle by the Danish physicist Bohr: it
just ensures that classical mechanics goes over ‘smoothly’ into quantum mechanics when
we go down to systems of ‘atomic’ dimensions. Introduced as a hypothesis more than
80 years ago, it has never received a complete justification; but it was an essential step
towards building quantum theory in its current form.

The first task, then, is to identify the basic operators x and p,, through their action on
a ‘state vector’ W, which is in fact a wave function — a function of position, ¥ = W¥(x)
in Schrodinger’s form of quantum mechanics (or “wave mechanics”). Remember from
Chapter 1 that the variable x was taken to be a particle coordinate, with a measurable
value which was interpreted as an eigenvalue of the associated operator x — meaning that
xU(z) = 2V(x). The effect of the operator x is thus simply to multiply the operand ¥(x)
by the variable z.
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The second operator of the basic pair, x and p,, is more interesting: it must describe
some kind of ‘recipe’ for getting a new function V’'(z) from any W(x) when it acts on the
given function. Now ever since Book 3 we’ve been using differential operators such as
D., the operator which differentiates any function of the variable . The property of the
operator is

_d
o dz
where W'(z) is the first derivative of the function ¥(z).

The two operators x and D, clearly do not commute, for

D,V () U(z) = W'(x),

D,xU(z) = (dix) W(z) +x (diqf(x)> _ W) 4 x (%\If(x)) ,

X T

where the operand has been differentiated as a product. Thus
D.x¥(x) = V(z) +xD,¥(x).

This must be true for any ‘well-behaved’ functions, so the U (z) may be removed to give
xD, — D,x = —| where the identity operator | has been inserted in place of the deleted
U(z). The remaining operator identity is thus essentially a commutation relation between
x and D,.

It seems possible that D, could be the right operator to associate with the momentum com-
ponent p,. But unfortunately that wouldn’t work, because D, is not Hermitian. (Check
that by using ‘integration by parts’ (see Book 3) to show that (DV, V) = —(V,DV),
provided that W(x) goes to zero at the limits  — +oo of the definite integrals — where
there must be zero probability of finding the particle.)

To put things right D, must be multiplied by 4i: then both D, and ¢ will change sign when
they are moved from one side of a scalar product to the other. The resultant operator is
Hermitian and we’ll try it out, supposing that the correct momentum operator is

d
a:::t )
P chx

where a constant ¢ has been included to allow for choice of units.

Now p, is a physical quantity with dimensions [p,] = MLT™! (see earlier Books in the
Series) and those of the constant ¢ must therefore be [ = MLT 'L = ML*T" !, or
lenergy|x [time], which is called action. The only fundamental constant of this kind
that we’ve met is Planck’s constant h, divided by 27, which has been called h and is also
the ‘natural’ or ‘atomic’ unit of angular momentum. So let’s write ¢ = h and take the
momentum operator to be

d
po = +ih—— (3.13)

We can’t yet decide on the positive or negative sign, but after going a bit further we’ll be
able to say which one to throw away.
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The eigenvalue equation to determine possible values of the momentum p, will then be
p.V = p, ¥, where V¥ is a function of x, and thus

d
P,V = :tihd—\If(m) = p, V(). (3.14)
x
This is a differential equation you’ve met many times, with the solution
U = Nexp (:I:p—;;x> : (3.15)
1

N being a normalizing factor, usually chosen to make [ |¥]*dz = 1.

This solution describes a wave, of the kind you studied in Book 10 — where it referred to
something ‘physical’ like an electric or magnetic field propagating through space. Here,
instead, U is totally different because only |¥|? is a physical observable: the wave, pictured
in Book 10 Figure 40, only satisfied a similar differential equation — something that often
happens in Science!

Remember that the arbitrary constant NV is often chosen to normalize the wave function,
so that the integral of || over all x values is unity — meaning that the particle whose
momentum we’re talking about is certain to be found somewhere in space. We’ll come
back to such questions in the next Chapter, when we apply Schrodinger’s equations to a
few real physical systems.

To end this Chapter we extend the association of operators with observables (position,
momentum, energy, etc.), so as to pass from 1-dimensional systems to their 3-dimensional
counterparts.

3.6 Going into 3-space!

In the 3-dimensional space we live in (‘3-space’ for short) there are, of course, many more
of these dynamical variables to deal with, even for a single particle — and even more
for a many particle system like an atom, in which many electrons move around a central
nucleus. It may seem that things are going to get impossibly complicated and difficult.
But that’s not true: for a particle moving in 3-space we’ll usually need only six variables,
3 to describe its position (which can be taken as the Cartesian coordinates,z,y, z) and
3 more for the corresponding components of momentum, p,, p,, p.. (For a particle with
spin, 3 more are needed (S;,Sy,S;), but you've already learnt how to handle them in
Chapter 1 and for the present we’ll leave them out.)

The variables can be grouped in “conjugate pairs”, such as (z, p.) (v, py) (2, D2),
and we’ve discovered how to associate operators (x, p,) with the first pair: these don’t
commute, which means that x and p, cannot have simultaneously observable values (mea-
suring one accurately will disturb the other). The variables within each pair are said to
be incompatible; their associated operators do not commute and in the last Section we
found how their uncertainties, such as Az and Ap,, are related by Heisenberg’s Un-
certainty Principle. But what about the variables in different pairs? It’s clear that, as
long as Schrodinger’s prescription for setting up the operators holds good, the variables in
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different pairs must be compatible — because the operations of multiplication commute
and so do those of differentiation (as long as they work on ‘well-behaved’ functions). In
principle, then, it would seem possible to define states of a particle in which the coordi-
nates x,y, z were all simultaneously ‘knowable’ (i.e. the position was definite) or in which
the same was true of p,,py, p. (the momentum had a definite magnitude and direction).
Each of these choices defines a maximal set of compatible observables; and each defines
a representation in which corresponding operators can be set up. The first choice is
the one due to Schrodinger; the second is called the “momentum representation”. Here
we’ll stick to Schrodinger’s representation and try to complete the formulation without
more mathematical details: in brief, the operators for each conjugate pair of variables
have exactly similar commutation rules; and those for more complicated quantities, like
energy or angular momentum, can be obtained from their classical counterparts simply
by substituting the corresponding quantum mechanical operators. The only other things
to note are that the ‘state vector’ ¥ now becomes a wave function W(zx,y, z), where x,y, z
are ‘compatible variables’, and that the operation of differenting must then be understood
as partial differentiation, D, = 0/0x.

Let’s put together in a single box nearly all you need to know about the Schrodinger
representation:

The state of a single particle, moving in 3-space, is determined
by a wave function W(z,y, z). The conjugate pairs of variables

(@, pa) (¥, py) (2 p2)
have operators associated with them according to the following scheme

T —X=ux, y—y=y, 2 —=z=z

I=r
|=*

0 0
Pz =Pz = 35,5 Py 7 Py=73,, P:—7P:= 75

The operators for other quantities (e.g. the energy F) follow from
their classical definitions on substituting the basic operators above.

(3.16)

Note that the momentum operators have been defined with the correct choice of the +
sign in (3.13). The minus sign ensures that, when a particle is moving, the wave that
describes it is going in the same direction — it would be nonsense if the wave went off
to —oo when the particle was on its way to +oo! (You’'ll find the details in the next
Chapter.)

Now you're all set to go on to Chapter 4 and make some calculations on real physical
systems to see how everything works out.
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Chapter 4

Energy eigenstates of a single
particle

4.1 Setting up the equations

In Book 4 you studied systems of one or many particles, moving according to Newton’s
laws: that was Classical Mechanics. Now we’re ready to use Quantum Mechanics to study
some of the same systems, but on the ‘microscopic’ scale where Newton’s laws no longer
apply.

We'll start with a single particle moving in a field, such that its (classical!) potential
energy would be V = V(z,y, z), a function of the Cartesian coordinates x,y, z, of its po-
sition in space. In Quantum Mechanics, it will be described by a wave function ¥(z,y, 2),
also a function of position, whose square gives us the probability /unit volume of finding it
in a volume element dxdydz at point z,y, z. This is all so different from the classical pic-
ture, where the particle would move along a definite path (like the projectiles and planets
you studied in Book 4) — which you could calculate by using Newton’s laws, provided you
knew how it started (the initial conditions).

The concepts of momentum, energy, etc. will still be used (in line with Bohr’s “correspon-
dence principle”) but the methods of calculation will be totally different: there will be no
definite observable path to calculate and to get even the probability of finding the particle
at a point you must first set up and solve a differential equation, using the rules in
(3.16). And when you come to interpret the solutions you must be ready for surprises!

The first surprise is that the energy of a moving particle can’t take just any value: it
must be one of certain “allowed values”, namely the eigenvalues of an energy operator.
And the system stays in such a state ‘forever’ — until something is done to change it. The
eigenstate is a stationary state, reminding us of Newton’s principle that a particle in
a state of uniform motion continues in that state as long as it’s not disturbed. In this
chapter, then, we’ll be concerned with finding the stationary eigenstates of a few simple
systems and with calculating the quantized energy values they are allowed to take.

The first thing to do is to write down the classical expression for the energy E in terms of
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position (z,y, z) and momentum components (p,, py, p.). If the particle is not acted on by
forces and is free to move anywhere in space E will not depend on its position, but only
on the speed with which it is moving: the energy will be wholly kinetic energy, usually
denoted by T' = mv* = gm(v,? + v, +v7?), and you will be dealing with a ‘free particle’.
But more generally there will also be a potential energy V = V(z,y, z), arising from
forces acting on the particle. In much of Physics and Chemistry the particles of interest
are electrons and the forces are produced by electric and magnetic fields, which you’ve

studied in Book 10.

As we're working in terms of position and momentum components, like p, = mu,, this
means the total energy will have to be written

1
E= H(l’, Y, Zapxapyvpz) = %(pf +py2 +pz2) + V(.T, Y, Z) (41)
The energy expression written in this way, as a function of the position and momentum
variables is called the Hamiltonian function, after the Irish mathematician Hamilton.

We can now follow Schrédinger’s prescription (3.16) for setting up the operator to associate
with the energy E. This will be the Hamiltonian operator

1 2 2 2
H = 5-(p; +p, +p) +V(z,y,2)

h2
= —%VZ + V(z,y,2). (4.2)
Here the momentum components have been replaced by differential operators, according
to (3.16), and the resultant KE operator contains V2, often called “del-squared” or “the
Laplacian” (see, for example Book 10 (Chapter 6 of Book 10).

To get the allowed energy eigenstates we have to solve HUV = EWV, often just called “the
Schrodinger equation”. Here we’ll start with the simplest problem of all, the ‘particle
in a box’.

4.2 Particle in a box

We take a rectangular container or ‘box’ with sides of lengths I,,1,,[. and suppose that
V = 0 inside i.e. as x goes from 0 to [, y from 0 to [,, z from 0 to [.. The eigenvalue
equation for the energy will then read

h? h? <82 0? 0?

HY = —— VWV =—— (- +=-=+ - | ¥ = EV. 4.3
2m 2m \ Ox? * 0y? * 8z2) (4:3)

Here, H apparently commutes with all the momentum operators, since (for well-behaved
functions) the order in which the partial differentiations are performed doesn’t matter
(look back at Section 6.1 in Book 2). Thus, for a particle moving freely through space

the energy E and all three components of momentum (p,, p,, p.) can have simultaneously
definite values — the eigenvalues of the corresponding operators. To get the ‘feel’ of things,
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suppose first the system is 1-dimensional, with the particle moving along the x-axis, and
let’s take this as our first Example:

Example 4.1 Particle moving in a straight line

In this case there’s only one position variable to think of and the two eigenvalue equations to solve are
p.¥ = p, ¥, HU = EU. The first one is (using now ordinary d’s instead of 0’s, as there is only one
independent variable)

hd
-V =9,
(Z) Z dl‘ pﬁf )
while the second is
—hz —dz U =FEU
(7i)  2m dz?

We'll be interested mostly in the energy E, but the eigenvalue equation for p, is even simpler: it is

d Dy

dz\I] R v,
which says “differentiating ¥ with respect to & must give ip,/h. On putting the constant (p,/h) = k,
the solution (as you know from your first exercises on the calculus, in Book 3) is simply ¥ = exp(ikz).
This is a periodic function which repeats whenever the ‘angle’ (kx)increasesby2m.(Think of the Argand
diagram, Fig.47 in Book 10, for z = re?®.) The momentum eigenfunction with eigenvalue p, then becomes
U =expikz, (k= p;/h)for any real value of p, — positive or negative.

This solution describes a wave (look at Fig.40 of Book 10) — except that so far no variation with time
has been included. Values of the wave function ¥ repeat whenever kx increases by 27 — or x increases
by 27 /k. This distance, during which ¥ runs through a complete cycle of values (i.e. a whole ‘wave’) is
called the “wavelength” and is usually denoted by A = 27/k. Thus k = 27 /X and we can say

Wavelength: A\ =27/k = 27h/p,.

With this definition of A, which is standard,
U = expikxz = exp 2mi(z/)).

Now the number of complete waves per unit length is 1/A and in the days before quantum mechanics
was often called the “wave number” and also denoted by k. This has led to much confusion. Nowadays
the term is usually reserved for k = p,./h, which is 27 x the reciprocal wavelength A=!. We therefore use
the definition

Wave number k = p,/h.

In terms of this now-standard definition, the momentum eigenfunction becomes simply ¥ = expikx. The
wave number is thus a convenient measure of the momentum p, in units of A: p, = kh.

(Note that some authors still use a different definition of k, without including the 27 factor: the free-
particle eigenfunction then becomes ¥ = exp2wikx. So watch out! It’s important to decide which
definition you’re going to use and then stick to it! Here we’ll be using the first form, with ¥ = exp ikzx.)

On turning to the energy eigenvalue equation (ii) it is clear that this is also satisfied by ¥ = expikx
because HU = (1/2m)p2¥ = (p,2/2m)¥. Evidently, when the particle is free, its energy and momentum
are related classically: p, = kh, E = p?/2m. And both are free to take any real values we please: they
are continuously variable.
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Let’s summarize what came out from the Example. We started from the Hamiltonian
operator (4.2), for a particle possessing only kinetic energy 7', derived from the classical
energy expression £ =T + V by using Schrodinger’s prescription (3.16).

For the simplest case of 1-dimensional motion along the x-axis, the linear momentum
operator p, commutes with H and there will then be states ¥ in which both p, and E
can have simultaneously definite eigenvalues. The two eigenvalue equations are

R d
Momentum : p,¥ = ——V =p,V,
1 dx
(4.4)
K% d2
E : HV = ———— VU =FU
nerey 2m dz? ’
with a common solution
U = expi(p,/h)xr = expikx (4.5)

All this seems mysterious, because we started by talking about a “particle in a box” and
perhaps we expected to find discrete, ‘quantized’ energy levels. In fact, we found that
energy and momentum were related classically: p, = kh, E = p2/2m. And both were
free to take any values we please; they were continuously variable. So what went wrong?

The dimensions of the box were not used in any way. But even a 1-dimensional box has
ends e.g. at x =0 and x = [,. Perhaps quantization will result when we admit the finite
dimensions of the box? We must put in boundary conditions. ¥ is supposed to be
zero outside the box, where there’s no chance of finding the particle, so let’s try putting
U(x)=0at z=0and z = [,.

Example 4.2 Putting in the boundaries

We know from the last Example that ¥ = e still satisfies the energy eigenvalue equation in (4.4) as
long as x lies in the interval (0,1,) — for any value (negative or positive) of the real constant k. But the
only solutions that are now acceptable are those which make ¥ = 0 at x = 0 and at z = [,. How can
these conditions be satisfied?

You’ve used periodic functions, like exp ikx, before and know that they appear whenever you study
any kind of wave motion, such as the vibrating string of a musical instrument (Chapter 6 of Book 3)
or the oscillating field of a radio wave (Chapter 6 of Book 10). You also know that ¢ can always be
expressed in terms of the sine and cosine of an angle (6) in the form e = cos @ + isin 6.

Now the same functions have come up again in quantum mechanics! And since the energy eigenvalue
equation is linear the solutions e¥*% which both correspond to the same value of E, can be combined
into ¥ = Ae*® + Be~k (with arbitrary constants A, B). Alternatively, from above, the same solution
can be expressed as ¥ = C'sinkz + D cos kx, with new values of the constants (C, D).

All we have to do now is choose the constants so that ¥ = 0 for + = 0 and x = [,. Let’s take the
‘trigonometric’ form, which may be more familiar to you. The term with coefficient C' is fine when
x — 0, because the sine of angle zero is also zero; but the term with coefficient D goes to D for z — 0,
since the cosine of angle zero is 1. The D-term must therefore be ‘thrown away’ by putting D = 0. The
wave function that satisfies the boundary condition at £ = 0 must have the form ¥ = C'sin kzx.

But what about the boundary at = [,,7 The sine of any angle 8 = kl, is zero only when it has the
form n x 7, where n is any integer. It follows that that the only energy eigenfunctions that satisfy both

40



boundary conditions must have k = nw/l, and that the allowed eigenfunctions are thus
U, = Csinkx = Csinnnz/l,.

We also know that E = (h?/2m)k?, from which it follows that the nth energy eigenvalue is FE, =
(h?/2m)m? (n?/1?)

To summarize the conclusions from Example 4.2, when the box boundaries are taken into
account and the wave function is excluded from the region outside, the allowed energy
levels become

72h? n?
E, = — 4.6
2m 1?2 (4.6)
with corresponding wave functions
U, (z) = Csinmnz/l,. (4.7)

The integer n is called a quantum number: it labels the allowed quantum states, with
energies F, and associated wave functions W,. The constant C is usually chosen to
normalize the function, so that the probability density |¥|? gives unit probability of
finding the particle ‘in the box’ (in this case between x = 0 and « = [,): it has the value
C' = 4/2/l, (Can you prove it by doing the integration? Chapter 4 of Book 3 will remind
you of how.)

Now — as usual — there’s nothing special about the names of the three directions in space:
so you won’t be surprised to be told that for a real 3-dimensional box, with sides of lengths
lz, 1y, 1., the eigenvalues and eigenfunctions take very similar forms. The allowed energies
are given by

Ng,Ny, Nz —

mh? (n2 n? n?
(E Wy l—) | (45)

2m J

where there are now three quantum numbers for each allowed state, n,,n,, n. for the box
sides of length 1,,1,, (..

The corresponding wave functions are

v, (x) =C,C,C,sin W%l’ sin W%y sin W%Z, (4.9)
T Y z
a product of three similar factors, one for each box side.

If you want to prove these results yourself it’s not too hard, so take it as another Example
and use the methods already used in Book 3 (Chapter 6) and Book 10 (Chapter 6).

Example 4.3 The rectangular box in 3-space

Start from the energy eigenvalue equation for a free particle inside a box (where V' = 0) in 3-dimensional
space, namely (4.3):

2 2 2 2
by D <a ? 0

2m
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and use the method of ‘separation of the variables’ by looking for a solution of the form ¥(x,y,z) =
X(2)Y (y)Z(z). On putting this form into the equation and dividing both sides by the same product

you'll get
1[0 1 [ 02 1[0 2mE
= | X+=|—=|Y+==—]|Z2=- .
X <8x2) Ty (ay2> *tz (8z2> 72
Now each term on the left is a function of one variable only: the first depends only on z, so however you

change y and z it will remain unchanged; as regards variation of x it will be a constant. If you call the
constant E, then you can say (using d/dz for the ordinary derivative)

1 (a2
(&) x=E,.
X (do:2>
But this is the same equation you had in (i¢) of Example 4.1 and has the solution (4.3); and the same

argument holds for the functions Y (y) and Z(z). From (4.6) and (4.7), putting a subscript = on the
quantum number n, the energy E, becomes

k2 (n?
E, =—|[-%
= (1)

and the sum of three similar terms gives the energy E = E,+E,+ E, in the form (4.8). The corresponding

wave function, with quantum numbers n,,ny, n;, is the one given in (4.9).

We can learn a lot from this simple model of a particle in a box. First you should read
Chapter 1 of Book 5, which will remind you of what kind of particles matter is made up
from (electrons, protons, atoms, molecules, etc.) and how big they are and so on. If you
imagine a single electron in a very small box, that could give you a very crude model of a
hydrogen atom; but if you take instead a whole molecule and put it in a much bigger box,
that could give you a model for one of the molecules of a gas, containing many millions
of molecules, confined within a container. In each case the first thing you’ll want to know
is the spacing of the energy levels, which gives an idea of how important quantization
is likely to be: if the levels are very close together the system will behave ‘classically’
(we saw in Book 5 how the properties of gases could be well described by supposing
the molecules moved according to Newton’s laws); but when the levels are far apart the
system is non-classical, the energy changing only in observable ‘quantum jumps’.

Another thing we can learn from the simple model of a particle in a box is how the change
from classical to quantum behaviour is related to the boundary conditions. In Example
4.2, the wave function e** described a particle with positive momentum p, = kh (i.e.
moving along the positive x-axis); while e=** decribed one with negative momentum
p. = —kh of the same magnitude, but going in the opposite direction. Neither of the two
functions by itself satisfies the required boundary conditions that ¥ = 0 at both x = 0
and = = [,; but the combination ¥ = sin kz = —3$ie™** + Lie~*** will do so, provided k is
chosen to make kl, = nm, and this is just the combination used in (4.7). What does this

mean”?

If you look back at Chapter 1 Section 1.2, you'll be reminded that when a state ¥ is not
an eigenstate of an operator X but can be expressed as a linear combination of states
U, W, which are, then the squared magnitudes of the coefficients in ¥ = c¢; ¥y + Vs
have the meaning
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e |c;|? = probability that observation of X will yield X = X; (i.e. that the system
will be found in state W)

e |cy|?> = probability that observation of X will yield X = X, (i.e. that the system
will be found in state U.)

(In Chapter 3, the same interpretation followed more generally, for states represented by vectors in a
space with a ‘Hermitian’ metric, where the components are complex numbers and |c;|? = cfc;. Now, in
the Schrédinger representation, the eigenvectors ¥; are replaced by wave functions and the scalar product
(U|¥) becomes an integral [ U*(z)¥(z)dz. It’s always the same! — the left-hand member in a scalar
product is the one that carries the star. And you see that the probability interpretation extends also to
continuous functions, provided you think of ¥(z) as a sort of ‘x-component’ of the state ‘vector’ ¥; for
then U*(z)¥(x) then gives the probability density that the variable is found with a particular value x.
Think about it and after a while you’ll see that all these abstract ideas and conventions combine to make
good sense! More about all this in Chapter xx.

Here we’ve supposed that Wy, W, represent (normalized) states of definite momentum, for
a particle going to the right or left, respectively, with momentum of magnitude |p,| =
kh. Tt therefore follows that the first energy eigenstate with B = (72h%/2m)(1/12) is a

combination

1
\I/(E:El) = E(\Ijl + \112) (410)

— a mixture of two states, with equal weights p; = py = %, one describing the particle
going to the right, the other showing it going to the left. The same argument applies for
all values of the quantum number n in (4.7), so every state with definite energy E,, can
be thought of as a 50:50 mixture of momentum eigenstates in which the particle is going
to right or left. You might say that the particle in the box is moving back and forth, with
a definite energy, being reflected when it meets the boundary: but this is just a classical
picture to help you to visualize the situation — not to be taken seriously!

To end this Section, let’s think for a moment of the boundaries of the box. How do we
describe the walls of a container in quantum mechanics? To do that, in general, we must
admit the potential energy function V' = V' (z,y, z) in the classical model we start from.

Energy diagrams

For a particle moving in space the classical energy expression is £ = T + V| where
V = V(z,y,z) is the potential energy of the particle at point (z,y, z), and inside the
‘box’ V' has been given the value zero so that &/ = T" and the energy is wholly kinetic.
Again, in classical physics, the energy of an isolated system remains constant as the
particle moves around: this is the principle of energy conservation (Book 4, Chapter
3). The relationship between kinetic and potential energies (KE and PE) can be pictured
in an energy diagram: this is obtained by first plotting the PE as a function of one or
more coordinates. For the particle in a 1-dimensional box this takes the form shown in
Figure 7:
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V(> E) V(> E) V(> E) V(> E)

Energy F
T=E-V
V=0 X-axis X-axis
z=0 T =l T =l
Figure 7a. Energy diagram Figure 7b. Wave function U,
Bold line shows PE function V' (z) — corresponding to E = E»

F indicates energy level for n = 2

Here the ‘box’, in which the particle is confined, has ‘walls’ at * = 0 and = = [, where
we put ¥ = 0 as a boundary condition. In the energy diagram these points correspond
to a sudden ‘jump’ in the PE, from zero (chosen by convention) inside the box to a large
value (V > F) outside. The particle would never be found outside the box, according to
classical physics, because that would mean T'= E — V < 0 — contradicting the fact that
the KE is essentially positive.

One of the strange things about quantum mechanics is that particles can be found in
classically forbidden regions of space, where ¥ must be non-zero, giving a positive
probability density p = |¥|*> > 0. To see how this comes about you need to look at
the energy eigenvalue equation (4.3) for values of the coordinates which make F — V
negative. In Example 4.1, however, the kinetic energy operator (T) on the left-hand side
of the eigenvalue equation must be replaced by H = T + V in regions where V' # 0. So
outside the box

h? 2
HY = — — U + VU
2m da? *
and the eigenvalue equation becomes
h? d?
——— VU =(E-V)VU
2m da? ( V)

where (E — V) is now a negative constant.

The solution is easily found: looking at (4.5), you might again expect an exponential
form exp k'x, where k" is a new constant (in place of the ik in Example 4.1). So let’s try
it: each differentiation d/dx multiplies the exponential by & and the last equation then
becomes

- E)YU = (E—-V)U

2w = vy
The solution in (4.5) is thus replaced by ¥ = exp &'z, where (taking out the common
factor W) (h?/2m)(k')* = (V — E). The new constant k" therefore has a value such that

h%(K')> = 2m(V — E). This means that (taking the square root of both sides),

K =+/2m(V — E)/h, (4.11)

where the + sign has been put in because only the square of the constant is defined.

The general solution in a region where V' > E is accordingly of the form

U = Aexpk'z + Bexp —K'z, (4.12)
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where A and B are arbitrary constants, which must be chosen to satisfy any boundary
conditions (as in Example 4.2). Here things are more difficult, however, because it’s
not just a question of choosing ¥ at the boundaries: you have to remember that U is
supposed to be ‘well behaved’ i.e. it mustn’t become infinite at some points and it must
be everywhere smooth and continuous. But one thing is clear, even without calculation:
for negative values of z the first term in (4.12) is OK because it goes smoothly to zero
on the left of the box for large =, while the second is not — because it goes to infinity.
The only satisfactory function on the left is thus ¥ = Aexpk’z, obtained by putting
B = 0. A similar argument for > [, shows that on the right of the box we can only use
VU = Bexp —k'x.

The conclusion is that a wave function that is non-zero inside the box will have ‘tails’
extending beyond the box boundaries — into the classically forbidden regions. To complete
the solution you have to choose the parameters, A, B, E so that the exponentially decaying
tails join smoothly onto the wave-like form inside the box. That requires a lot of numerical
work, matching function values and slopes at the boundaries, and it’s not surprising that
physically acceptable solutions can only be found for special values of £ — the energy
eigenvalues. The only simple solutions you can get are those that result when V' — E is
infinitely large, in which case the exponential tails fall off so quickly that, in effect, ¥ can
be taken as zero at the boundaries. We made a good choice in the Examples above! In the
following Sections we’ll find other cases in which nice ‘clean’ solutions can be obtained.

4.3 Particle in a parabolic potential field

The ‘potential box’ in Figure 7 was limited by ‘hard’ walls, where the function V' (z) rose
sharply from zero to a very high value — which means a ‘classical’ particle would have to
be given a large amount of energy (E > V') to jump over the wall. Usually, however, the
PE varies smoothly and although it can still form a container, keeping the particle inside,
the walls are ‘softer’. A typical case is the harmonic oscillator where a particle is bound
to a centre (usually taken as origin) by a restoring force proportional to its displacement
x. In this case the classical Hamiltonian is

H=T+V = (1/2m)p* + Lka?, (4.13)

where p = muv is the momentum and here k is a force constant, the restoring force
per unit displacement. The classical PE function is then a parabola (prove it!) and you
might like to jump ahead and look at Figure 8, which shows the energy diagram and
some of the allowed energy levels. The frequency of the classical oscillator is given by
v = \/k/m/2r, giving the angular frequency w = 27v = y/k/m. The next Example will
remind you of all that.

Example 4.4 The harmonic oscillator in classical mechanics

The energy diagram in Fig.8a shows what you can expect. If you give the particle a certain total energy
FE| indicated by the horizontal line at height FE, it will oscillate between the two points where the line

45



crosses the parabola. At these points the energy is purely potential because E = V and the KE is
T = E —V = 0: the particle is instantaneously at rest (it stops to turn round!). But V is large and
rapidly changing, giving a force F' = —(dV/dz), which we’ve called kz, and this makes it move into the
classically allowed region between the crossing points. (Note that here k denotes a force constant
and has nothing to do with the wave number used in Section 4.1)

The classical equation of motion (force = mass times acceleration) then gives
dz?/dt* = F/m = kx/m,

so the function z = f(t), when differentiated twice, must give (k/m)x. And, as you surely know, the
functions with this property are sinwt and coswt, with w? = k/m. The general solution is x = A cos wt +
Bsinwt, where A, B are any constants — to be determined. If the particle is released from rest at x = A,
when t = 0, it will oscillate between the points z = + A, which is called the amplitude, with ‘angular
frequency’ w = \/% — corresponding to frequency v = 2w of the particle’s back-and-forth motion. B

must be zero in order to meet the boundary conditions.

The quantum mechanical operator corresponding to (4.13) can be written
H = (1/2m)p* + $kx* (4.14)

where the classical variables are replaced by their equivalent operators, and the eigenvalue
equation to determine the allowed energy values becomes HV = E'U.

In the last Section we started from Schrodinger’s prescription, replacing the abstract
operators x and p by z and (h/i)d/dz, and the abstract state vector U by the function
U(z). This gave a new ‘representation’ of the operators and the things they work on — in
terms of quantities we knew how to handle.

In that way the eigenvalue equation HU = E'U was replaced by a differential equation,
like the ones we met in Books 3 and 3A, which could be solved by standard methods to
get the energy eigenvalues and corresponding eigenfunctions. The last Section showed
how nicely everything worked out when the differential equation was easy to solve. Now
we’ll do the same for the harmonic oscillator.

With the same substitutions, the eigenvalue equation HUV = EW¥ becomes (check it out!)

1 d?
(— 2mh2 @ + %]{JX2> U = EFV. (415)

After multiplying throughout by 2m/h?, putting (2m/h*)E = A, and mk/h* = &2, this
differential equation takes the form

d*w
==t (A — a*2*)¥ = 0. (4.16)

This looks very simple, but in fact it’s rather difficult to get a general solution which will
give all the eigenstates — as the next Example will show.

Example 4.5 The harmonic oscillator: Schrodinger’s method
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How can we find a function ¥ = ¥(x) satisfying (4.16)? All we have to do is to find a function which,
when differentiated twice with respect to x, will give the result —(\ — a2) — so that (4.16) will become
zero for all values of x. The function should be ‘well-behaved’ and should lead to a finite result when
|W(z)|? is integrated over the whole range of o (—oco, +00), for only in that way can it be normalized to
unity. This requires that ¥(x) — 0 as  — %o0.

Let’s start by trying the Gaussian function ¥ = exp —%07962, which satisfies these conditions and gives an
acceptable probability density |¥|? = exp —ax?, diminishing smoothly at large distances from the origin.
We then have, putting %64 =a,and 22 =u

U
— exp —ax? = — exp —au X e —aexp —au X 2r = —2ax exp —ax>
x

dx du

and repeating the operation (do it yourself!), to get the second derivative, gives

d2
—— exp —az® = —2aexp —az® + (2az)(2az) exp —az? = —2aexp —az? + (2a)%z? exp —az?.
dz2
x
(Here you had to differentiate the product of two terms, using the result (d/dz)AB = A(d/dx)B +

B(d/dz)A — go back to Book 3 if you're stuck.)
We're lucky! Because this result agrees exactly with the final term in (4.16), except for a change of
sign (which gives (A — &%2?)W, or Aexp —faz? + (@)?z? exp —1@z?), provided we identify the unknown

2

constant A as A = 2. So ¥ = exp —%dw is indeed an eigenfunction of the operator H, given in (?7), with

A = (2m/h?)E = 2a. In other words the corresponding energy eigenvalue is E = % (ah/m).

Example 4.5 showed how the energy and wave function for one eigenstate could be found
by ‘trial and error’ — using a trial function that ‘looks right’ and choosing constants (like
E and @ to make it fit the differential equation. But this is no good if one wants to find
all possible quantized energy levels — often an infinite number. The first few levels, found
by the method you're going to use in Example 4.6, are indicated in Figure 8b

\ . [m fow \  alEE e
\ Es /

: \_ B /
| &l /
|
|

T|(KE)

&l /

\ /
X-axis X-axis

Figure 8a Energy diagram (oscillator) Figure 8b —first few quantized levels

Bold line shows PE function V(z) Arrows indicate possible ‘quantum jumps’

How can one find all the other solutions? E = h?/m is in fact the lowest allowed energy
of the harmonic oscillator, the ground state. Other states can be found by choosing
a different form of the wave function and again adjusting it until it fits the differential
equation. But this must be done systematically and the standard method is to start from
the ground state function W(x) and multiply it by another function, v(z) say, which will
allow you to modify it. So you can take

U(z) = v(z)exp —3ax (4.17)



and ask how to choose v(z). For example, choosing v(z) = cz would ‘split’ the Gaussian
function into two halves, giving W(x) a form something like the function in Figure 7(b).
To find v(z) more generally, the trial function (4.17) can be substituted in the Schrédinger
equation (4.16), which then gives another differential equation that must be satisfied by
v(xz). What you find (try it if you're brave, but it’s hard work!) is that v must be a
solution of

d
— = 204:6—; + (A —a)v=0. (4.18)

This doesn’t look any easier to solve than the equation you started from; but equations
of this form were studied long ago by the French mathematician Hermite. The solutions
can be written as infinite series, but for certain values of \ these series terminate, giving
finite polynomials (the Hermite polynomials). So you can get there in the end — but
first you'd have to study a whole book on the “differential equations of mathematical
physics”!

Instead, let’s go back to first principles and start from the operator form of the eigen-
value equation, based on the classical function (4.13). In the next Example you’ll do
something clever, and very beautiful, finding the whole eigenvalue spectrum by a purely
symbolic method.

Example 4.6 The harmonic oscillator: a symbolic method

The eigenvalue equation to be solved is
HU = EU, with H=(1/2m)(p? + m?w?x?),
where W is an element of an abstract vector space while the operators x, p obey the commutation relation
xp — px = (ih)l.

Nothing else is needed!

It’s useful to ‘factorize’ 2mH by introducing a new operator n = (p + imwx)/v2mhw and its adjoint
operator n = (p — imwx)/v2mhw

(Look back at Chapter 2, noting that Hermitian operators like p, x are self-adjoint and that the constants
are all real.)

The product nn' doesn’t give exactly the Hamiltonian operator H) — but it does nearly (that’s why we
defined 7 with that nasty denominator). In fact,

MT}UT = (Qm)fl(p + imwx)(p — imwx)

= (2m)7Hp? + m2w® 4 imw(xp — px)]

And a similar result follows for the product 57, namely

hwn™n = (2m) ™ (p + imwx)(p — imwx)

= (2m) 7 [p? + m?w?x* + imw(xp — px)]

Together they give

hwmn' = H—Jhwl,  (A)
hiwn'tn H+ihwl.  (B)
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On multiplying (A) and (B) by 5, from right and left respectively, it follows that
ot = nagH — hent, eyt = Hy 4+ 3o’
Finally, taking the difference of the two expressions, we get a commutation rule for ! and H:
n'H —Hp' = —hwn®.  (C)

Suppose now there is one solution of the eigenvalue equation, with energy Fy and eigenvector ¥,. Put
Uy on the right in all terms of the last equation and it then follows that H(nfWg) —nTHU, = —hw(nf¥,).
But since HVy = EyW this shows that

H(n"Wo) = (Eo + hw)(n'¥o)

and this means that 77U is an eigenvector of H with eigenvalue Eg + hw).

In other words, n' is a step-up operator like the one you met in Section 1.4 of Chapter 1: it works on
any eigenvector Wy to produce one with E = Ey + hw.

If you take the adjoint of every term in equation (C) — remembering that (AB)" = BfAT — you’ll find (do

it!) that n is a step-down operator, producing a state vector with eigenvalue £ = FEy — hw.

To summarise the conclusions from Example 4.6: it is possible to define step-up and step-
down operators for the harmonic oscillator. They are, respectively, ' and its adjoint 7,

where _ ,
+ P —umwx P+ vmwx

" vV 2mhw ’ 7 vV 2mhw 7

which operate on any given eigenvector W,, with eigenvalue Ej, to produce one with
E = FEy £+ hw. In this way it is possible by repetition to find all the allowed eigenvalues.

(4.19)

There is, however, a minimum energy. This follows from the expectation value formula
(1.10) Ey = (¥o|HY() on using the operator 1 to get a state nW¥q of lower energy. The
lower energy would be (nWo|nWo) = (¥o|nin¥y) (1 in the left-hand side of a scalar product
being equivalent to its adjoint on the right). But in the Example we found

hwnn' =H — 1hwl,  hwn'n =H + Lhwl,
and therefore, since the squared modulus of the vector n¥o must be positive,
(nWolnWo) = (Wo|n"nWo) = (Vo|HWo) — (Wo|hwPg) > 0.
It follows that (Ey — 3hw){Wo|¥o) and therefore that
Ey > Lho, (4.20)

giving the lowest possible energy %hw (in agreement with Example 4.5).

Finally, remember that in Example 4.4 w was identified with the angular frequency of a
classical oscillator. Thus, wh = hv, where h = 27h is the ‘atomic’ unit of action, as first
used by Planck, and v is the classical oscillation frequency v = w/2m. The quantity hv is
called a quantum of energy.

In summary
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The allowed energy values are all positive, the lowest one being
Ey= %hu; but after that they increase without
limit in steps of hv.

(4.21)

The quantum mechanical oscillator is a very important system in Physics: not only does
it describe in good approximation the vibrations of many types of observable systems,
such as molecules and crystals (see Book 5); it plays a fundamental part in describing the
radiation field (Book 10) due to the presence of zero-mass particles called photons.
When a photon hits a ‘real’ oscillator the energy it carries can be absorbed, producing
a transition from an eigenstate with initial energy E; to a final state with energy Ey.
Examples are indicated by the vertical arrows in Fig.8b: they correspond to Ey — FE3 (the
long up-arrow), for absorption, and F3 — E; (the shorter down-arrow), for emission
of radiation. We’ll come back to photons in later Sections.

4.4 The 3-dimensional oscillator

It’s easy to extend the methods of the last Section to the case of a particle free to move
in three dimensions, the potential field being of the form

V=12k(@®+y2+2%) =1kr? =2+ 92+ 27 (4.22)

r being the distance from a fixed attracting centre; for the Schrodinger equation is then
separable (as you can see by writing out in full the z-, y- and z-dependent terms in T'
and V', along with their equivalent operators). Thus

H = (1/2m)(p; +p; +p?) + ska® + ky® + Lk2? (4.23)

and

1 N[ o o
" (_2m7i2> (&c? o @> F b gkt gk

= Hx+Hy+Hza

Here H, is the operator for a 1-dimensional oscillator, as used in (??) for oscillations in
the x-direction, and Hy, H, are defined similarly. The partial differential operator in the
big parentheses is the ”Laplacian” or ”del-squared” operator, as used in Book 10.

The next Example shows how the corresponding eigenvalue equation HV = E'U can again
be solved by using the ‘separation” method.
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Example 4.7 Separating the variables

As in Example 4.3, the equation HU = EW¥ can be ‘separated’ by looking for solutions of the form
U =U(z,y,2) = X(2)Y(y)Z(z). Thus, writing

(He +Hy + H) X(2)Y (y) Z(2) = EX(2)Y (y)Z(2)
and dividing throughout by X (2)Y (y)Z(z), gives

The first term on the left depends only on the variable x, the second only on y and the third only on z;
and their sum has to be equal to the unknown constant E. As the three terms are independently variable,
it follows that each must be equated to a constant, and that the sum of the constants must be equal to
E. Calling the three constants E,, Iy, E/;, the first equation becomes,

L + 3ka? | X = B, X

IR & -
2mh? dz? = 2 ’

and the other two are similar. (Note that X is a function of only one variable, so the differentiations are

now ordinary — not partial.)

From the general result (4.19) the allowed energy levels are E = Ey, F4, Es, ...E,, ..., where Ey = %hl/ and
in general F,, = FEy+ nhv. The frequency v is the same (for the ‘isotropic’ oscillator) for all components
and the total vibrational energy will thus be

E = %EO + (’I’Ll + n9o + ng)hl/,

depending on the sum of all three quantum numbers.

The main result to come from this Example refers to the eigenstates of a 3-dimensional
isotropic oscillator: the wave function will be a product of three factors and the energy
will be a sum of terms, giving the total

E= %ED + (nl + ng + ng)hV, (424)

which depends on the sum of all three quantum numbers, one for each direction in space.
When the sum has the same value for two different states of vibration (e.g. for (n1,n2,n3)
= (2,1,4) and (1,4,2)) the states are said to be degenerate: the degeneracy may be
‘broken’ by supposing that the force constants take different values for different directions,
spoiling the symmetry of the isotropic oscillator for which (k; = ko = k3 = k).

4.5 The hydrogen atom ground state

The simplest chemical element (see Book 5) is hydrogen, whose atom consists of a single
(negatively charged) electron moving in the central field provided by the nucleus, a
(positively charged) proton. The proton is nearly 2000 times heavier than the electron
and will be taken to be at rest, fixing the origin of coordinates. The classical PE of the
electron in the field of the nucleus is thus (see Book 10)

Vir) = - (4.25)



where r is the radial distance of the electron from the origin (r? = x? + y? + 2?) and
Ko = 4meg, where € is a constant called the “permittivity of free space” (see Book 10 for
units used in Electricity and Magnetism).

The Hamiltonian operator for the system is thus

h? e?

H:

where V2 is the operator used in (4.3).

In this Section we’ll seek only the ground-state solution of the Schrodinger equation
HU = EV, for which the wave function depends on r alone, ¥ = W¥(r). More generally
polar coordinates (7,0, ¢) are needed and things are much more difficult. So first of all
we study the simplest case.

Example 4.8 V2 for a spherically symmetrical system

Remember that a function f(r) depending only on the radial distance r is said to be “spherically sym-

metrical” and that the three terms in V2 then give similar results, so only d?f/dz? will be needed. On
1 1
putting r = (22 + 4% + 22)2 = u2 it follows that, keeping y, z fixed to get the partial derivatives with

respect to x,

of dfor
Or  dr oz
and
Or _0rou_ 4 -3 9p_ 7
Bz Guor 24 T NHTTL
Thus, remembering that f is a function of r alone,
of wxdf
dr  rdr’

Now do the same again to get 92 f/dz?, thinking of df/dx as the product ABC, with A = z, B =
r~! C = df/dr and remembering the rule (Section 2.5 of Book 3) for differentiating a product. Thus

0 0A oB oC

and on putting in the results you already have (do it!) this gives

P 1(1J“+x<—x>(ij"+x2 d2f

o2 rdx 3 ) dr o2 dr2.

If you now add the two similar terms, with x replaced by y and z in turn, the result will be (check it
carefully!)

VQfZE% inf

Example 4.8 has given a very simple form for V2 when it operates on a function of the
radial distance r alone, namely
_2df  d*f

Vii==—=+

= —_— 4.2
rdr  dr? (4.27)
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This can now be used to get any spherically symmetrical solution of the Schrodinger
equation with Hamiltonian (4.26). The equation we have to solve determines a wave
function ¥(r) and, since only the single variable r is involved, this will be an ordinary
differential equation:

h? e

HY = —— V20 — — VU = BV, (4.28)

2m KoT
As we’ve often found wave functions of exponential form, which die away smoothly as
the variable goes to infinity and give a |¥|* which stays finite when integrated over all
space, we might look for a ‘trial’ function such as ¥(r) = Aexp —br, where A and b are
constants. (If that doesn’t fit we can always allow A to vary with r and find another
equation to determine it — as we did in (4.17).) On substituting this trial function in the
last equation, doing the differentiations, and rearranging things a bit (do it yourself!),
you’ll find

h? 2 2
{—b (b — —) v+ E} x Aexp(—br)=0.
2m r KoT

Now the factor in square brackets contains r-independent terms, and those with a factor
1/r. These two parts are quite independent (one stays constant, the other varies with r):
and you can make the their sum vanish only by choosing the constant b so as to make
each part separately zero:

(R?/2m)b* + E =0 and (h*/m)b— e*/ko = 0.

By making this choice, b = me?/h?k2, the function ¥ = A exp —br becomes a solution of
the Schrodinger equation, with energy eigenvalue

h? me*
E:—(—)ﬁ:—ﬁﬁ? (4.29)

2m

Evidently it’s not necessary to allow the factor A to vary with distance of the electron
from the nucleus: it is a true constant which can easily be determined to normalize the
wave function. The integral over all space of |¥|? is unity when

3
U =Aexp—br (A=0b2/ym, b=me*/R’k). (4.30)

(You should check the integration — remembering that the element of volume is that of a
spherical shell of thickness dr.)

A note on units

The energy of the hydrogen atom ground state, given in (4.29), is often used in defin-

ing an ‘atomic unit’ of energy; thus £ = Ey(H — atom) = % may be written
Eo(H — atom) = —3ey, where
_ me!
eH — hQ—FLOQ

is “the Hartree unit of energy” named after one of the pioneers in the field.
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You’ll remember the SI units from classical physics (Book 4), where the standard energy
unit is the Joule: ‘atomic units’ are of course very much smaller, ey ~ 4.359 x 1071% J.
A fully consistent set of units on an ‘atomic’ scale is obtained by taking the mass and
charge of the electron (m,e) to have unit values, along with # = h/27 and ko = 47 €.
(Here, as already noted, ¢ is the “electric permittivity of free space” (see Book 10) — but
more about such things when you need to use them!)

For now, let’s just note that 47r2¥ (r)¥*(r)dr gives the probability of finding the electron
at a distance between r and r + dr from the nucleus. This is the quantity which gives
unity when integrated from r = 0 to r = oo i.e. certainty that the electron is somewhere
in space: without the factor dr, it is often called the radial probability density and
denoted by P.(r). It has a peak when r = ag, where

ag = 1/b = koh?*/me”. (4.31)

This quantity has the dimensions of length (L) and represents the most probable dis-
tance of the electron from the nucleus: it gives a rough idea of the ‘size’ of the hydrogen
atom and is called the “Bohr radius” (after the Danish physicist Bohr, who first used a
‘semi-classical’ form of quantum theory). Clearly aq takes the value unity when the quan-
tities on the right of (4.31) are all expressed in atomic units. In other words ay provides
a useful atomic unit of length: expressed in metres, its value is ag ~ 0.5292 x 107° m.

4.6 Back to the free particle

In Section 4.2 (Example 4.1) we found that a particle moving in a region where its
(classical) potential energy V' was constant, and could be used as the energy ‘zero’ V' = 0,
could be described by a wave function

U(x,y,2) = Aexpi(kyx + kyy + k.2) = Aexpik - r, (4.32)

where a vector notation is used (see Book 2) and k,, k,, k. are the components of the
wave vector k, while r denotes the position vector of a point on the ‘wave front’.

The wave vector is a very important quantity: the plane wave (4.32) travels in the di-
rection of k and the values of ¥ and its derivatives repeat whenever z, y, z increase by
27 /ky, 21 [k, 27 [k, respectively. As you’ll remember from Section 4.2, the components
of k are proportional to the components of linear momentum p in the three directions,
Dz = hky, p, = hky, p. = hk.. At the same time the energy eigenvalue is

h2

h2
E.=—IkP?= —(k2+Ek>+ k2. 4.
o= o IkP = o= (k7 + k) k) (4.33)

So where in space is the particle likely to be found?

Clearly, from the basic interpretation of the wave function, |¥|? is the probability per unit
volume of finding the particle at the point r where V¥ is evaluated. But here

|\I;‘2 — gU* — A2€ik-r€7ik-r _ A2
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and the probability of finding the particle at any point r in space is therefore everywhere
the same! The position of the particle is completely uncertain! With a wave function of
this kind the momentum p is absolutely definite — it’s the value we’ve supposed it was
given — but we’ve no idea of the particle’s position — it could be anywhere! This is an
extreme case of Heisenberg’s uncertainty principle, which we talked about in Section 3.4
in a more general way.

The problem with wave functions of this kind is that we can’t normalize them to unity,
because the integral of |¥|? over all space is infinite! There is, however, a simple trick for
getting round the difficulty: if the particle is free its wave function just goes on repeating
over the whole of space and we need think of only one finite ‘chunk’ of space, called a
fundamental volume, within which ¥ can be normalized. The state of the particle will
be described by W when it is known to be in that part of space — and by an exactly similar
function when it has moved into the next fundamental volume. The next Example shows
the details.

Example 4.9 Periodic boundary conditions

If we look only at a finite part of space we must decide on its size and shape. The simplest choice will
be a rectangular ‘box’, with sides of length L,,L,, L, and volume V = L,L,L.. And we then have
to decide on boundary conditions, to make sure that what goes on in that ‘fundamental volume’ will
be repeated over and over again as the box is moved through space. In other words we must impose
periodic boundary conditions, such that when the x-coordinate of a point is increased by L, the wave
function ¥ (along with its derivatives) begins to repeat in value. Thus, we require (in the 1-dimensional

case) dw dw
Uiper,) = Ve e “\dz
(e=L.) = Y(z=0), ( dz >m_Lm ( dz )r—o

and for a free-particle eigenfunction ¥(x) = exp ik this imposes the condition k = +nw/L,, where n is
any integer.

The same argument applies, in the 3-dimensional case, for all three directions. The final result will be,
as you can easily verify,

1 h?
Uy (r) = —=expik-r, with energy Fy = %|k|2,

VvV

where the allowed values of the wave numbers are, for example,
k. = (w/Ly) x (0, £1, £2, ....).

and similarly for the y- and z-directions.

Boundary conditions of this kind must be applied whenever we deal with a system such as
a crystal, where the contents of the ‘fundamental volume’ are simply repeated in building
up the whole crystal (see Book 5, Section 1.4). A particle described by a wave function
of the form W(x,y,z) = Aexpik - r has a definite linear momentum, with components
Pz = hky,p, = hk,,p. = hk, and travels in the direction of the k-vector. If the particle
carries an electric charge there will be a resultant electric current. A real wave function,
on the other hand, can only describe a particle bound within a finite volume — with zero
expectation value of the momentum, and therefore zero current.

95



4.7 Some general properties of eigenstates

All the solutions found so far, to the 1-particle eigenvalue equation HV = EW, have certain
properties in common — whether they were obtained by using Schrodinger’s form of the
equation, or by using purely symbolic arguments. In the first case W is represented as a
function of position of the particle (i.e. of independent variables such as z,y, z) and the
value of |¥|? gives the probability, per unit volume, of finding the particle at that point.
The solution ¥ is a wave function or eigenfunction. In the second case everything is much
more abstract: W is just a symbol, like the operators x, p, H which act on it, and all we
need to know are the rules for combining the symbols (e.g. the ‘commutation rules’ that
we first met in Chapter 1). Here W can be visualized as a vector, similar to the ones used
in geometry, but belonging to a more general kind of space: it is called a “state vector”
or “eigenvector” as it is no longer a function in the sense of mathematical analysis — it is
simply an ‘element’ of the space.

The two kinds of space have much in common: they are both examples of linear vector
spaces and their elements are commonly just called “vectors”. In earlier Chapters (es-
pecially Chapter 2) you've already had a taste of these things and have discovered some
of the properties that make vector spaces so useful: here we list them and add some new
ones (so you can refer back to them when you need to).

e The spaces are linear because vectors a, b, ..v, ... can be combined using the rules
a+(b+c) = (a+b)+c, wv+yv = (z+y)v, r(v+w) = zvtaw, z(yv) = zyv,
where x and y are any complex numbers. (You did all that in Book 1, long ago!)

e There is a Hermitian scalar product between any two vectors such that

(alb) = (bla)”, (ala) >0, (length® positive or zero),

(aJzb) = z(afb),  (walb) = 2" (alb),

(This includes the scalar product of elementary vector theory — where all quantities
are real and the star is not needed.)

e The scalar product of a sum of two vectors with a third is the sum of their separate
scalar products:

(a +blc) = (alc) + (blc).

e A space can be defined in terms of a set of basis vectors, which will usually be
denoted by ey, ey, €3, .... and a general vector in the space will then be

V = c1€e1 + Co9€9 + c3e3 + ...

, where the numerical coefficients are the components of the vector. If there is
a last basis vector e, the space is finite and the integer n is its dimension. The
‘ordinary’ space we live in is a ‘3-space’ and any fourth vector, like v is then a linear
combination of the first three; the four are linearly dependent.
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e It is usually most convenient to set up basis vectors of unit length (‘normalized’ so
that length? = |a|]? = (ala) is unity) and to make them perpendicular, or ‘orthogo-
nal’; with (alb) = 0. A basis of this kind is said to be orthonormal.

e For a function space the main difference is that the dimension is infinite and the
basis vectors are not even countable — they are so ‘close together’ that the space is
‘continuous’ rather than ‘discrete’. This means that the methods of differential and
integral calculus have to be used. Thus, for functions of a single variable x, the
scalar product is defined as an integral:

(U1|Wy) = /\If“{(x)\lfz(x)dx

— with the variable = playing the part of a ‘counting index’ k in the expression
(alb) = >, ajbi, where a; and by are components of two vectors a and b. A space
of this kind is what mathematicians call a Hilbert space.

Some of these ideas you've already met in other books of the Series, even the early ones
like Book 3, where reading Chapter 6 again will help you a lot.

In quantum mechanics, the Schrodinger wave functions are defined in a space of continuous
functions of one or several real variables e.g. ¥ = WU(z,y,z) and the basis functions
are often derived as eigenfunctions of a special type of differential equation, of the
form LV = A\wV¥ with a real ‘weight factor’ w. All the the equations you’ve studied so
far are of this (“Sturm-Liouville”) type, without the w-factor, and the important thing
about the operator L is that it is self-adjoint, having the Hermitian symmetry property
(LW |Ws) = (Wy|LW;). The nice thing about the eigenfunctions is that those with different
eigenvalues are automatically orthogonal. The next Example gives a simple proof.

Example 4.10 Orthogonality of eigenfunctions

Here we’ll leave out the weight factor w and use the symbolic approach, starting from the equations
satisfied by any two eigenfunctions ¥, and ¥s. By definition

LYy = A\ 0y, LWy = A Us.
Take the scalar product of the first equation with Wy on the left, getting
(Wa|LWy) = Ay (W2|¥y)  (a)
and the scalar product of the second equation with ¥y on the right, getting
(LU |W1) = (A2Wa|W1) = A3(P2[P1), (D)

where the numerical factor multiplying the left-hand function is replaced by its complex conjugate in
forming the scalar product. Now the operator in the first term of (b) can ‘jump over’ the bar if you
replace it by its adjoint: but when the operator is Hermitian this makes no change — the operator is
self-adjoint. In that case, taking the difference of (a) and (b) gives

(A1 = A3) (W2 |¥y) =0.
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There are two conclusions:

(i) On taking U5 = ¥, the scalar product becomes a positive number and therefore (A; — A}) = 0. This
means the eigenvalue Ay is real.

(ii) If the eigenvalues (A1, A2) are different then (Vo|¥y) = 0 — the eigenfunctions are orthogonal.

Since ¥; and V¥, in the last Example are arbitrary eigenfunctions of the same Hermitian
operator it follows that

(i) A Hermitian operator must
have only real eigenvalues.

(ii) When two eigenvalues are
different their eigenfunctions
must be orthogonal.

(4.34)

Note that Case (ii) in (4.34) doesn’t say anything at all when two eigenvalues are equal
(i.e. the state is degenerate). But if (U5|W;) = S # 0 the two functions can always be
made orthogonal by adding a bit of one to the other, which does not change the eigenvalue.
Thus, leaving ¥; unchanged, but re-defining the second function as V), = ¥y + ¢¥y, you
can always choose ¢ so as to make (V5| U;) = 0.

(Try this as an exercise, supposing ¥y, U, are normalized functions with a given value of
S = (Wy|Wy)) This procedure is called “orthogonalization” and can always be used if you
know the ‘overlap’ (S) between the two functions. It can be applied to any number of
degenerate functions and means that, in general arguments, a set of basis functions can
always be supposed orthogonal.

4.8 But what happens to a state as time passes?

So far none of our equations contains a time variable ¢t. We’ve been talking about ‘wave
functions’; obtained as solutions of Schrodinger’s wave equation, but we all know that
waves don’t just stand stilll They usually move through space in one direction or another,
like the waves on the sea that break as they come in towards the shore, or the ripples
on a pond that move outward in circles when you drop a pebble into it. The trouble
with Schrodinger’s equation, as we’'ve written it so far, is that it doesn’t contain the time
and can therefore lead only to stationary states which don’t change in any way as time
passes. Even though W is not in any sense real, and only |¥|? can give any information
that can be tested experimentally, it must allow us to describe how a system can develop
in time. So something is missing — and to put it in we’ll go back to the beginnings of
quantum theory.
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In the early part of the last century there was a great argument about the difference
between material particles, which could carry mass and electric charge, and waves —
which seemed to have no mass and carried only energy. On the one hand, although it
was accepted that radiation consisted of ‘waves’ in the electromagnetic field (see Book 10,
Chapter 6), there was experimental evidence that it was carried by zero-mass ‘particles’
which were given the name “photons”: the photon had an energy ¢ = hv, depending on
the radiation frequency v, which could be absorbed by material objects only in amounts
of this size (i.e. one ‘quantum’ at a time). But on the other hand the wave nature of
radiation was well known from optical experiments: for example, light passing through
a tiny hole didn’t make just one spot on a photographic plate but rather a central spot
surrounded by diffraction rings — like the ripples on a pond that surround the pebble
you dropped into it. The photon showed both wave and particle properties.

Similarly a ‘real” particle of matter — such as an electron — sometimes behaved as if it
had wavelike properties: electron diffraction, when a beam of electrons went through
a small hole and fell on a photographic plate, was also experimentally well known.

So was an electron a particle or a wave? And was a photon a wave or a particle? The
conclusion can only be that both are quantum particles. The co-existence of wave and
particle properties in the same ‘object’ is called “duality”. The main task in the early
days of quantum theory was to understand this duality and Schrodinger’s wave function
U was to play a central role. The breakthrough came when time was included in the
wave function.

99



Chapter 5

The bridge between ‘classical’ and
‘quantum’ physics

5.1 How can we bring in the time?

In classical physics we started from ideas about motion and motion depends on the
idea of time: but in developing quantum mechanics we started from the measurement
of observable quantities, such as particle positions and velocities, supposing only that
they could be assigned observed values. We’ve come a long way in the belief that the
quantities we met in classical physics, such as momentum, kinetic energy, electric field
strength, and so on, could be defined and used in similar ways — even for systems too
small to be observed directly in the laboratory. A new calculus had to be invented —
quantum mechanics — which could be used when classical methods no longer applied.

But we expect some kind of ‘smooth transition’” between the ‘classical’ and ‘quantum’
regimes — not a sudden break where all our ideas have to be thrown away and replaced by
new ones. We need a correspondence principle to provide a bridge between the two;
and to find it we must first introduce the time.

If we want to have a ‘picture’ of a moving ¥(x) how do we get one? We can plot the
values of the function (whatever they may stand for) at points on the x-axis, if that’s the
direction the wave is going in. You’ve seen pictures like that before, in Book 10, and you
may want to look there again at Figure 39 in Chapter 6 on waves. That Figure showed a
‘wave profile’ in two positions: first, where it started from; and, second, where it got to
at time ¢.

Here we’ll show a similar picture (in Figure 9, below), where each wave profile has been
put in its own ‘picture frame’. The profile shown in Frame 1 shows what the wave looked
like when it set off at t = 0. The one shown in Frame 2 shows the wave profile at time .
It is exactly the same function of 2/, we are supposing, where the distance x’ is measured
from the origin O’ at the bottom left-hand corner of Frame 2; so ¢ = f(2/). But 2’ is
related to x measured from the origin O, fixed in space, by ' = x — ut as you can see
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from Fig.9. It follows that for the wave moving with velocity u
U = f(x —ut), (5.1)

which is referred to the fixed origin and now includes the time. All you had to do was to
replace the variable z by x — ut, where u is the velocity with which the wave moves to
the right and ut is the distance gone; and if you change u to —u you’ll get a wave profile
moving to the left, along the negative x-axis. In both cases the profile of ¥ values moves
without change of shape.

WU-axis ¥¢-axis
Frame 1 Frame 2
-7 T ES
-~ - S N
O x-axis Q' X -axis

Figure 9. Travelling wave profile.

Before moving on, we should be sure what we mean when we talk about a “travelling”
wave: what is actually moving? The ‘pattern’ of ¥ values in Fig.9 is surely going to the
right, but if you want to be more precise: the velocity u is really the phase velocity and
is measured by the rate at which the ‘argument’ of the wave function, for example the
variable z — ut in (5.1) is changing with time. This will be clearer when we look at an
example we’ve already studied — that of a wave function representing a state of definite
momentum, given in (4.5) as W(z) = Aexpikz. This is still a stationary state because
it was obtained by solving an eigenvalue equation which didn’t contain a time variable ¢:
nothing is changing as time passes.

But now we know how to make a wave move we can easily introduce the time, simply by
changing the variable x to x — ut, to make it move to the right, or to x + ut, to make
it go to the left. So let’s start from the momentum eigenstate of definite p, = kh with
wave function (4.5) and make it move to the right with velocity u. To do that, we simply
replace z by x — ut and find the function of the two variables, x and ¢:

U(x,t) = Aexpik(x — ut), (5.2)

where £ is the wave number k = p,/h. When z increases by 2w /k, for any value of
t, the form of W is repeated: A\ = 27/k is the wavelength. And, as you know, such a
wave function can also be expressed in terms of sine and cosine functions (since exp i =
cos @ +isin 6 for any ‘angle’ 6 (look back at Chapter 4 if you need to). Here it’s convenient
to use the real form instead of (5.2):

U(x,t) = Acosk(z — ut). (5.3)
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It’s also convenient to introduce two more time-dependent concepts — the period and the
frequency — which are important whenever we deal with oscillations of any kind. You
may have met them in Book 10 (Chapter 6). Just as the wavelength A is the length of
one complete up-down ‘wiggle’, the period 7 is the amount of time that each wiggle takes
to pass by. If you think of the waves as coming out from a starting point at a rate of v
per second, each one with a wavelength A, then you’ll see that the distance covered by
the first wavefront in one second must be frequency x wavelength — and this will be the
velocity of propagation, or the “phase velocity” of the wave: in symbols

VX A=u. (5.4)

This important result allows us to write (5.3) in various forms — all saying exactly the
same thing! The simplest follows from (5.3) on noting that the argument k(z — ut) may
be rewritten as

k(x —ut) = kx — ku = kx — (2w /) (ut) = kx — 27/ A\)(\/v) = (kx — wt),
where w = 27v is the angular frequency. The simplest form is thus
U(x,t) = Acos(kx — wt) (5.5)

and is the form we’ll normally use. But another form, in terms of wavelength A and period
T, is

U(x, 1) = Acos2r (§ _ f) | (5.6)

T

Here, the distance travelled is measured in wavelengths, while the time taken is measured
in periods. (Note that the the wavelength \ is 27 /k; but the period 7 is 1/v (without the
2m. Also, in both cases, the cosine forms may be replaced by complex exponentials e.g.
(5.5) is the real part of Aexpi(kz — wt).

Combining waves of different wavelength and frequency

In Chapter 4 (Example 4.2) we found standing wave solutions of Schrodinger’s equation
for a particle in a box. Although these had a wave-like (‘sinusoidal’) form they were
certainly not moving: they were real functions of position in space and they didn’t depend
on time. But they could be written as combinations of different momentum eigenfunctions,
corresponding to equal and opposite values of the linear momentum. For a particle moving
along the x-axis, a state of definite energy p2/2m was found to be a mixture of different
eigenstates of momentum =+p,; and this was interpreted pictorially as a state in which
the particle was bouncing backwards and forwards, with equal probability, between the
walls of the container. The possibility of combining different eigenfunctions, to obtain
new wave functions with other properties, arises from the linearity of the eigenvalue
equation (if ¥y and W, are solutions of the equation, then so is ¢; ¥y + coWs, where the
coefficients are arbitrary consstants). The following two Examples show how this can
help us to understand travelling waves and time-dependent wave functions — and even the
co-existence of wave and particle properties in the same system!
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Example 5.1 Combining two waves

Let’s combine, or ‘superimpose’, two waves with the same amplitude but slightly different wavelength
and frequency, namely

Uy = Acos(kiz — wit), Uy = Acos(kox — wat).

Addition gives a resultant which can be written (using the formula cos a+cos b = cos 3 (a+b) x cos £ (a—b),

which is easily proved along the lines indicated at the end of Chapter 4, Book 2) as

k k kr — k _
‘I’Zw1+‘1’2=2Acos(1+ 2$—w1+w2t>><cos(1 2, _ Wi w2t>.

2 2 2 2

Each of the two factors has a wave-like form, but the first one has an average wave number %(kl + ko)
and an average frequency %(wl +ws); while the second contains corresponding differences, %(kl — k) and
%(wl — wy). When the original waves have nearly the same wavelength and frequency the first factor in
the resultant is not much different; but the second factor varies much more slowly and its main effect is

just to ‘modulate’ the wave by changing its amplitude in a slowly varying way.

What happens when you combine two waves in this way is shown pictorially in Figure 10
(below).

D I N
L 1

Figure 10. Travelling profile: a series of ‘pulses’

The resultant wave has a profile, containing a series of ‘pulses’, which moves much more
slowly than the rapidly oscillating waves within each pulse. From (5.4) the profile will
move with a speed (frequency xwavelength) vA = 27v/k, with v = v; —vs and k = ky —ks.
This is called the group velocity and is the speed with which each‘group’, or ‘packet’, of
waves inside the profile travels through space. Here there are many packets, not just one
— which, by itself, could be described as fairly ‘localized’. That’s because we combined
only two wave trains. But we have an infinite number of eigenfunctions to choose from;
and they can be put together with any coefficients we wish. So let’s choose one ‘main
component’, with wave number £y, and combine it with all the other wave trains whose
wave numbers k are close to kg, hoping to get a single sharply defined packet.
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5.2 The Gaussian wave packet

In Example 5.1 the mixture of wave trains had the form

U(x,t) = ZAk expi(kr — wt),
k

with only two terms in the sum. But now let’s consider an infinite sum, where Aj is
replaced by a continuous function a(k) and the summation turns into an integration over
all values of k in the interval (—oo, +00).

In the next Example we’ll choose an amplitude function of the ‘Gaussian’ form that you
first met in Book 5, namely

a(k) = Aexp —o(k — ko), (5.7)

and define a Gaussian wave packet based on (5.7). Using the complex exponential
form,

+oo
U(z,t) = / Aexp —o(k — ko)? expi(kz — wt) dk. (5.8)

o0

where kg is the wave number defining the ‘centre’ of the packet and the integration runs
over all other values.

Example 5.2 The Gaussian packet

The integral (5.8) defining the packet is difficult to evaluate, but in any list of standard definite integrals
you can find something quite similar, namely

+oo 2
2 m q
exp(—ps® —qs) ds = \/>exp () ,
/m ( ) p 4p

and this is valid for all values of the constants p and g, real or complex — as long as p has a positive real
part. (Note that the integration variable has been called s, instead of the usual z, as we already have an
2 meaning the x-coordinate in the wave function.)

Suppose the packet sets off at time t = 0. Then the zero-time form of the wave function will be

+oo
U(z,0) = / [Aexp —o(k — ko)? x expikx] dk.

— 00

If we set k — kg = s, a new integration variable, we can put k& = ky + s and write the expression for
U(x,0) as
—+oo
U(z,0) = / Aexp|—os? + xi(ko + )] ds.
Here we've used the fact that e® x e® = e and that dk = ds. (If you need help on ‘changing the
variable’ you can get it in Book 3, towards the end of Chapter 3.)

Now the integrand contains a factor expixkg, which is a constant — not depending on the integration
variable s. So let’s take it outside the integration, leaving us with ¥(z,0) = Aexpizky x I, where the
integral I is given by

—+oo
I= / exp[—os? + izs] ds.

— 00
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But if you put ¢ = p and ix = ¢ this becomes the standard integral we started from, with the value

() ()

That’s the end of the story for the wave packet when it sets off: at ¢ = 0 it has the form

2

U(z,0) = A\/7 /o expikox exp o

Example 5.2 has shown us that a single and quite strongly localized wave packet can be
set up by combining an infinite number of wave trains whose k-vectors are all close to the
one with k = kg, provided their amplitudes fall rapidly towards zero as you go away from
k = ko. In fact we chose a Gaussian amplitude function (5.7) and found a wave packet

U(z,0) = Ay/7/o exp(ikox) exp —(2° /40). (5.9)
Before it begins to move, this function has the form shown on the left in Figure 11, centred
around the point z = 0.

z=0 T = ugl
Figure 11. A Gaussian wave packet, moving from = = 0 to x = u,t.

In the Figure, the packet at x = 0 has been shown as a grey ‘shadow’ (with a broken
line indicating the Gaussian profile) — because that’s only where it started from at ¢t = 0.
At time ¢ it’s no longer there, having moved a distance z = u4t where u, is the group
velocity. But now there’s only one packet and we don’t yet know how fast it travels,
though Example 5.1 suggests that u, may be very different from the phase velocity u.
How can we find the group velocity?

Any kind of wave depends on the frequency with which something goes up and down or
‘oscillates’ — whether it’s the level of the water in a pond, or the strength of an electric
field in a radio wave — and it’s the frequency that brings in the idea of time and relates
it to the the velocity with which something is changing. Now, we're talking about waves
U(z,t) which don’t give us anything to measure with our instruments; but we already
know that wavelength and frequency are useful and important ideas when we’re thinking
about the motion of particles in quantum mechanics:
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e For a particle moving with given energy F and momentum p along the x-axis, the
wavelength of the associated U is related to the momentum by A\ = h/p, where h is
Planck’s constant, or by A = 27//p in terms of the ‘rationalized’” Planck constant

e A particle oscillating at frequency v can exchange energy with a field of radiation, of
the same frequency v, but only in integral multiples of a ‘quantized’ amount € = hv.

The proportionality constant i has the same observed value in each case! Could it be
that these two experimentally based observations hold more generally?

Let’s suppose they do and that we can apply them to a particle moving along the x-axis
in a quantum state of definite energy E and definite momentum p (dropping the subscript
‘x” when it’s not needed). As we discovered in Example 5.1, p and E are then related
just as in classical physics: E = (1/2m)p*. So we should be able to use them in the wave
function W, taking the wavelength to be A = 27h/p and the ‘frequency’ (whatever it may
mean!) to be v = E/27h.. That way it seems likely that the phase velocity will be

u=\= = (5.10)

where F is in general the particle energy E = (1/2m)p® + V, while p arises from the
kinetic energy term alone (which gives p?/2m = E — V. When the particle moves into
a region where its potential energy is varying, the formula for the phase velocity of the
associated wave W will still be (5.10). But this velocity will now depend also on particle
position (through the PE function V' and the resultant variation of \).

If the wave packet contained only one component, with & = kj say, and frequency v = 1y,
U would have the form
U(z,t) = Aexpli(kox — 2mpt)],

which follows from the zero-time function ¥(x,0) on replacing = by x — uyt and remem-
bering that kgug = 9. This would give the same function, but moved to the right through
a distance ugt without change of shape.

In Example 5.2, however, we replaced the amplitude A, by a Gaussian distribution of
k-dependent amplitude factors, clustering around the one with & = kg, and integrated
over all k-values to get the packet (5.8). But now we have to do the same thing when
t is no longer zero; and this is much more difficult because the frequency and the phase
velocity will now vary as we go from one component (k) to the next. This phenomenon,
in which the phase velocity of different wave trains in the packet depends on frequency,
is called dispersion. It determines how the wave packet travels — both its speed and its
shape. Here we’ll just indicate the argument to show how it goes — you don’t need to
follow the details, but they will be there if ever you want to come back!

In Book 3 you learnt about Taylor’s theorem (Section 5.3) and saw how you could expand any (well-
behaved) function f(z) around any chosen point = xy. Thus,

f(x) = flwo) + alr — xo) + 38(x — w0)* + ...

where the coefficients are first, second, and higher derivatives of the function, all evaluated at the point
x = xzg. This is just what is needed: we can write

v=1y+ Oé(lf — k’o) + %ﬁ(lﬂ — k}o)2 + .
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where
vo=vk=ho), a=(dv/dk)y, B=(d*v/dk*)o, ...,
and then go ahead to evaluate that difficult integral, which now includes the time.

The calculation follows the same lines as in Example 5.2, using the same standard definite
integral. On including only the first two terms in the Taylor expansion, the result is

U(z,t) = A\/g exp (M) expli(koz — 2710t)).

4o

Note that o controls the width of the packet (the smaller it is, the ‘tighter’ the packet),
while « plays the part of a velocity (remembering that changing = to z — vt displaces
any function through a distance vt along the positive x-axis. The ‘central’ wave train
moves with the phase velocity uy = 1y/ko, but the packet itself moves as a whole, with
the group velocity u, = a.

To find u, we need only remember the Taylor expansion of frequency () as a function of
wave number (k), in which o = dv/dk. The first derivative of v = E/h is now a function
of wave number because

E = (KE+PE) = (1/2m)p* + V = (1/2m)R*k* + V.

Consequently, on evaluating u, = «, we find
d [ h%k? hk
m m

since V' does not depend on particle velocity (v), while hk = p = muo.

The remarkable result is that the group velocity of the wave packet
is the same as the velocity of the moving particle it describes.

This is just what you’d expect on grounds of ‘common sense’: it would be nonsense if
the particle went one way while the wave packet describing it went another; and if their
velocities didn’t match exactly they would eventually find themselves an infinite distance
apart, not connected in any way!

5.3 Schrodinger’s equation including the time

The time variable ¢t was first mentioned in Section 5.1, long after the introduction of
the wave function W. That was because we’d studied only the properties of stationary
states, which were eigenfunctions of operators that were time independent, involving
only dynamical variables like components of particle position and momentum. We were
looking for states in which the energy E had a definite and unchanging value; and in
Schrodinger’s representation of quantum mechanics (Chapter 4) these were solutions of a
partial differential equation which didn’t include the time. In Example 4.1 we found an
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energy eigenfunction ¥ = exp ikx for a particle free to move along the x-axis — a solution
of the ”Schrodinger equation without the time”, namely

HU = BV, with H= —(h*/2m)(d*¥/dz?).

However, the same U was also an eigenfunction of the momentum operator p,, with
eigenvalue kh: p,V = khW where k can take any real value, positive or negative. The
energy is £ = p2/2m and clearly doesn’t depend on the +sign of k; but the value of
pe does — if k is positive, the momentum component corresponds (in classical language)
to the particle moving to the right, with a velocity v, = p,/m = kh/m. Of course,
classically, v, is a time derivative v, = dz/dt. So the question is how to get the time into
the equations of quantum mechanics.

At the beginning of the present Chapter 5, we found a way of getting time into the wave
function ¥ by using what we know about waves in general: a wave with some ‘profile’
U(z) can be displaced through distance d along the x-axis simply by changing = to  —d.
And if u is the rate of displacement, then d = ut is what you get after time ¢. A sinusoidal
wave, of amplitude A and with profile U(xz) = Aexpikx, thus gives the time-dependent
wave function (5.2). With the definitions of frequency, wavelength and phase velocity,
given in Section 5.1, we get the starting point we need. The wave function for a free
particle moving along the x-axis with momentum kh is

U(z,t) = Aexpi(kx — 2mvt) (5.12)

— a function of both position z and time ¢.

Now the frequency v has been related to the particle energy E through Planck’s rule
E = hv and if the exponential in (5.13) is written as a product of two factors it becomes
U(z,t) =V (z) x f(t), where ¥(z) is a time independent eigenfunction of the Hamiltonian
operator H, with eigenvalue F, while

f(t) = exp —i(2mE/h)t = exp —i(E/h)t (5.13)

and is a function of time alone. It is simply a phase factor, a complex number of
unit modulus. All physically measurable quantities, such as the probability density
|U|? = U*¥, contain two W-factors, ¥(x,t) and U*(x,t) and are therefore real and time-
independent, since f*(t)f(t) = 1.

So why do we need to include the time at all? The answer should be clear by now: without
it there would be no possibility of finding travelling waves, or of setting up moving wave
packets, which show how wave and particle properties can co-exist in the same system:;
or of dealing with non-stationary states, which change as time goes on.

The next step is to find a time-dependent form of Schrodinger’s equation. Let’s use
again the example of the momentum eigenfunction W(z,t) =¥ (z) x f(t), which is also an
eigenfunction of the Hamiltonian: HU(z,t) = EV(x,t), since f(t) is just a multiplicative
factor. On the other hand, differentiating f(¢) with respect to ¢ simply multiplies it by
—i(E/h). The time-dependent wave function must therefore satisfy the two equations

E
HU(z,t) = EV(x,t), %\If(x,t) = —i%\lf(zv,t).
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On substituting FW¥(z,t) = H¥(x,t) from the first equation into the second, and multi-
plying the result by ih, there follows Schrodinger’s equation including the time:

20
1718—%’:H\If

(5.14)

Of course nothing has been proved, because we considered only a single ‘point’ particle,
moving along the x-axis with a definite momentum and energy. But the equation deserves
a ‘box’ because it does in fact hold generally, for any kind of quantum system as long as
we can set up a Hamiltonian to describe it. It’s just as important in quantum physics
as Newton’s laws of motion were in classical physics; and the rest of this book, together
with the applications to many-electron atoms and molecules in Book 12, will give a small
taste of what we can get from it. First, however, we need to look for the quantities
that will correspond in some way to the things like linear momentum and force — which
were supposed to have definite measurable values in classical theory. (If you need to be
reminded of classical physics go back to Book 4.)

5.4 What makes a wave packet move?

Classically, force is what make things move i.e. change position (or state of motion). If
you look at the wave packet in Figure 11 there is no precise value of x that will indicate
its position: the best you can do is to give the expectation value (x) = (¥|xV), which
may give a good approximation to the packet’s position when it is confined within a very
small region. This quantity is a function of time and moves with the group velocity (5.11).

Similarly, the particle momentum will have an expectation value
(pe) = (¥|p, V). (5.15)

Lastly, the corresponding force component F), is defined classically as the rate of decrease
of the particle’s potential energy when x — = 4+ dx. Thus,

oV
ox

where the PE function V =V (z,y, z) depends on the system considered (Examples were
given in Chapter 4). The corresponding quantum mechanical operator for a force com-
ponent is obtained in the usual way from Schrodinger’s recipe (3.16) and the expectation
value of the component follows as

F, =

(Fr) = (V[F, V). (5.16)

According to Newton’s second law, a particle of mass m moves under the action of a force
F with acceleration a, given by ma = F. Since a is the rate of increase of velocity v and
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mv = p this is equivalent to saying
(dp,/dt) = F,

and similarly for the y- and z-components of the vectors. (We’ll usually consider only the
x-component.)

What we'd like to show now is that, in the ‘quantum limit” where classical physics breaks
down, there will be a similar relationship between the expectation values of the quantities
involved. In other words, we want to show that the expectation value (F,) of the force
component F, will give the rate of change of the corresponding momentum expectation
value:

(F) = (WF. ) = & (¥lp,w). (5.17)

In order to deal with rates of change of expectation values and operators we need a basic
result, which follows from the time-dependent Schrédinger equation (5.14). For a general
observable A, with operator A, (A) = (¥|AW), which is a scalar product with ¥* on
the left and AW on the right. Very often the three factors are separated more clearly by
putting in an extra vertical bar to give

(4) = (Y]|A]¥)
and from now on we’ll use this notation. The rate of change can now be written

d

3 \A) = (OV/OtANY) + (VAIOW/0t) + (V|0A/ Ot W),

where you’ll remember that the ¥ on the left in any scalar product is the complex conju-
gate of the wave function U. The last term is included because the general observable A
may itself depend on the time.

From (5.14) we get
ov ov*

T (1/ih)HW, 5

= —(1/ih)HT"

and substitution in the last equation then gives

d 1
—(A) = ——(U|HA| U
A =~ (V[HA[D) +

In terms of the commutator [A,H] = AH — HA this becomes

%(\IJ\AH\\IQ ([ DOA /O D).

d

L d
RAFT

(A) = (U|[A, H]|T) + ih(T|OA/Ot|T). (5.18)

Before we can use this result we need two special cases: the rates of change of expectation
values (x) and (p,) of the basic position and momentum operators.
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Example 5.3 Rates of change of the expectation values (x), (p,)

The operators have the basic commutation property px — xp = (i/4)l, where the subscript on p has been
dropped to make things clearer. (Note also that h/i = —ih, so you can write instead px—xp = —ih.) We're
going to need the special cases of (5.18) for A = x and A = p,. Both operators are time independent,
so the last term vanishes; but the expectation value of the commutator does not — and it contains H,
which is generally a function (e.g. a polynomial) of x, p. Let’s take the case A = x first and look for a
commutator of p and x™ — to use in a polynomial.

From px — xp = —ihl we can multiply from the right by x, to get px? —xpx — ixl = 0 and from the left to
get xpx — x?p + ifixl = 0. Addition then gives px? — x%p + 2ihxl = 0. So we have two results, which can
be written both together as

px" — x"p +inhx" "1 =0, (A),

with n = 1 and n = 2, respectively. Could it be that the general result (A) is good for any value of the
integer n?

Let’s suppose that it’s true for one particular value of n and then ask if it remains true when we change
n to n+ 1. If we can show that it does, then the result will be true for all integers. This way of proving
something is called the “method of mathematical induction”.

Write out (A), multiplying first by x from the right to get
px"x — x"px + inhx" = 0

and then from the left, getting
xpx™ — X" px + inhx™ = 0.

By adding the two, we get

pxn+1 _ X"'HpX + xpx" — x"px + 2inhx" = 0.

This doesn’t look very promising, but remember the commutation rule px —xp = —¢hl, which allows us to
change the order of the operators by writing xp = px+4hl and px = xp —ihl. On using these substitutions
in the last equation (and leaving out the identity | as it’s not really needed) we get

px" Tt —x"Tp + (px — A)X" — x™(xp + h) + 2inhx" = 0.

And when you expand the terms containing the parentheses and rearrange what’s left (do it!) you'll get
the final result
2 x [px" Tt — x"1p] + 2ih(n + 1)x™ = 0.

On taking out the factor of 2, it follows that

px" Tt — X"ty = —ih(n + 1)x". (B)

We're through! Equation (B) is just (A), but with n replaced by n + 1.

Example 5.3 has shown that the basic commutation law for the position and momentum
operators, p,x — xp; = (h/i)l, leads to the general commutator (putting the x-subscript
back on the p)

poX" — X"p, = n(h/i)x" 1, (5.19)

valid for all positive integer values of n. The commutators for the other conjugate pairs
of operators follow simply by changing the subscript x (labelling the axis) to y or z.
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Now (5.19) can be written, with the usual notation p,x" — x"p, = [p.,X"], as
[Pe, "] = n(R/i)X" "' = (h/i)(0)Ox)x".

In other words, taking the commutator of p, with x” is the same as differentiating with
respect to x and multiplying by A. This will be true, term by term, for any polynomial in
x (the operators being linear); and for any convergent function f(x) it follows that

[P, f ()] = (B/) (%) (5.20)

— where the prime indicates, as usual, the derivative of the function with respect to the
variable x.

A second result follows without any extra work!

(When Schrédinger’s representation of the operators was first introduced, in Section 4.1, it was noted that
a different representation of the abstract operators x and p, could be obtained by making the association

Pz — Pz, X — _(h/l)(a/apz)v

with the operators working on a function ®(ps,py,p.) of the momentum components. This amounts to
interchanging the operators x, p; in the original commutator and changing the sign.)

Here we’ll just note the result, which is a ‘partner’ to (5.20): it is

— with similar results for the y- and z-components.

We're now ready to go back to the proof of (5.17), starting from the general formula (5.18)
with A = x and A = p, in turn. Both are time-independent operators, so

. d
i () = H) - (4)

and

(o) = (o)) (B)

Now let’s use (5.20) and (5.21), supposing that H = f(x, p,), a function of both position
and momentum operators.

From (5.21) we get
%, H] = ih(0H/0p.)  (a),

while from (5.20) it follows that

[p2, H] = —iR(8H/0x)  (b).

On putting (a) into (A), the rate of change of (x) becomes

d (x) = <§:x> (5.22)

dt
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while putting (b) into (B) gives

Loy =- <§—“> | (5.23)

That was hard —but the rest is easy. The usual 1-particle Hamiltonian will be
H=(p;/ +p, +pS)/2m+V(z,y,2),

so the partial derivatives are simply

OH _ ps
apx - m )
oH _ov _
ox o0z "
If we substitute these results in (5.22) and (5.23) we obtain
d

) = (p.)

and

In other words

e The rate of change of the ‘average’ x-coordinate of the particle, multiplied by its
mass, is equal to the ‘average’ x-component of the momentum.

e And the rate of change of the ‘average’ x-component of momentum is equal to the
‘average’ x-component of the force acting on the particle.

e The ‘average’ here means the ‘quantum mechanical expectation value” and the force
components are defined from the classical formula, as rates of change of the potential
energy function (£, = —(0V/0x), etc.).

These important results were first obtained by the Austrian physicist Paul Ehrenfest
in 1931 and are usually called “Ehrenfest’s theorem”. They are often derived using
Schrodinger’s formulation of quantum mechanics (but in that case you have to do a lot
of calculus to get them). Their meaning is clear if you look back at Figure 11, where the
moving particle is described by a wave packet, travelling through space with a group
velocity. In classical physics the particle is supposed to be located at a single point,
with precisely known coordinates, moving with precisely known momentum components.
But in quantum mechanics those ‘known’ values have to be replaced by expectation
values, obtained by averaging over the whole region in which the particle is likely to
be found. The predictions of classical mechanics are in close agreement with those of
quantum mechanics only for wave packets that are very strongly localized. In fact, this
is true only for heavy particles. In deriving the formula (5.11) for a Gaussian wave
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packet we combined an infinite number of wave trains, travelling with varying frequency
and phase velocity: this ‘dispersion’ was taken into account by expanding the frequency as
a power series in terms of wave number £ and including only the first two terms and that
was enough to give us a wave packet moving without change of shape i.e. with constant
width (o). By including the next term, however, you find the width of the packet increases
as it travels: it gradually ‘spreads’ and, after a long enough time, you completely lose
track of the particle!

All this is true only for particles of ‘atomic‘ dimensions; as particle mass increases the
behaviour of the particle follows more and more closely the classical ‘Newtonian’ laws.
For an electron you must use quantum mechanics, but for a proton (nearly 2000 times
heavier) (and even more so for a heavier atomic nucleus) classical physics often gives an
acceptable approximation.

We're still talking about only a single particle! You may be thinking there’s not much
to show for all that hard work. But once you've really understood how to deal with one
particle you're well on the way to dealing with systems of many particles. In Book 4 we
started with a single particle (even when it was as big as a planet moving round the Sun),
but then we went on to rigid bodies, thinking of them as systems of very many particles
— all interacting with each other. And the new principles that came out weren’t much
more difficult than those that went in.

So here we’ll go ahead in much the same way; though there’s still quite a lot to do before
you can start on ‘real’ many-electron systems like atoms and molecules.

5.5 Commutators and ‘constants of the motion’.
Angular momentum

By now you’ve understood how important commutators can be: when the operators
associated with two quantities (A and B, say) commute then those quantities can be
found with simultaneously definite values — measurement of one doesn’t disturb the other.
And now the time t has been introduced it follows from (5.18) that, for a system whose
Hamiltonian is time-independent, the expectation value of any quantity A with operator
A — not depending explicitly on the time and commuting with H — the expectation value
(A) will also be time-independent : it will be a constant of the motion. Expressed in
symbols, when (0/0t)A = 0 and [A,H] = 0, then (A) = constant.

Two examples will remind you of what this means. When A is the Hamiltonian itself
(A = H), equation (5.18) tells us that the rate of change of the energy E = (H) will also
be zero: the value of F will never change. As a second example, look back at the free
particle with energy F and momentum components p,,p,, p. (Chapter 4). Here we can
take A to be any of the momentum operators (e.g. A = p,) and in this case the eigenvalue
Pz = (pe) will never change in value — it will be a true constant of the motion. The same
will be true of the y- and z-components, whose operators also commute with H, and this
means the momentum vector will have components that never change from their initial
values — the direction of the particle’s motion will be fixed.
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Let’s now turn to something new, angular momentum, which we studied in Book 4 (Chap-
ter 5) according to classical physics. For planets moving around the Sun we discovered
other constants of the motion: having defined the angular momentum (around the origin)
of a particle at point r as the moment of (linear) momentum p (i.e. as the vector
product r x p), it turned out that the magnitude of the angular momentum was constant
in time, along with its three components. These were essentially the laws of Kepler: the
particle moves in a plane and the plane of its orbit is also constant in time.

The correspondence principle suggests that something similar may be true at the ‘atomic’
level. To see if it is, we start from the classical quantities

)\:Jc = YP» — 2Py, /\y = ZPx — TPz, >\z = TPy — YPx,

which are the Cartesian components of the angular momentum vector, and set up corre-
sponding angular momentum operators in the usual way. The classical components
(Az, Ays A;) will be replaced by the operators yp, — zp, etc., but the quantum mechanical
operators are more conveniently defined as

hL, =yp, —zp,, AL, =2zp, —xp., KL, =xp, —yp.. (5.24)

This is in line with the definitions of ‘spin’ angular momentum, used in Chapter 1 (Section
1.3), where it was noted that the constant A has the physical dimensions of angular
momentum, so that L,,L,, L, are now dimensionless operators.

The basic commutation properties for position and momentum variables, namely
X, p] = iAl, ly, py] = ihl, [z, p.| = ihl, (5.25)

must determine the properties of all operators constructed from them. The next Example
shows how the argument goes.

Example 5.4 Commutation rules for angular momentum

To evaluate the first commutator [L,L,] = L,L, —LyL, let’s write out the two products of the operators,
hL, and %L, using (5.24) and noting that position and momentum operators commute when their
subscripts differ: thus

RPLyLy, = ypup:z—yxp> — 2°pyPs + Xpyzp:,
RPLyL, = ypyp.z—xyp. — 2°PzPy + YPs2ZP-.

On taking the difference we find
R (LeLy — LyLy) = paz(ype — xpy) — (YPo — XPy)2P-
and on using the last commutator in (5.25) this becomes

hQ(LxLy —LyLy) = ih(xpy — ypz) = ih2L,.

Thus, the first commutator becomes [L,, L] = il., and two more follow on making the cyclic permutations
T,Yy 2 = Yy 2, T — 2,2, Y.
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From Example 5.4 we have the commutation relations for angular momentum,

Lo, L,) = (LoL, —L,L,) =il.,
L, L] = (LL, —LL,) =il,,
L., L) = (L.L, —L,L.) =il., (5.26)

which apply to all kinds of angular momentum (spin included, as you see from Chapter
1). They will be used again and again. Clearly the operators for different components
do not commute with each other; so if we know one of them has a definite value then we
can’t assign values to the others — they are examples of incompatible observables. On
the other hand it may be that the operators commute with, say H or p? — the operators
for the energy of the particle or the square of its total angular momentum around the
origin. We'll look at these possibilities, both suggested by classical physics (See Book 4,
Chapter 5), in the two Examples that follow. the vector components L2 4+ L. + L? and
the associated operator will be denoted by

L>=L2+L; +L2 (5.27)

Note that the squared magnitude is a scalar quantity and its operator carries no subscripts.
Its commutation properties follow in the next Example.

Example 5.5 Squared magnitude of the angular momentum

To find the properties of L2 it’s useful to have a simple rule for getting a commutator involving three
operators, namely [A,BC]. The commutator, written out in full, is ABC — BCA and is not anything we
know about. But if we subtract BAC from the first term and add the same product to the second (which
makes no difference to the whole thing) we get

[A,BC] = ABC — BAC + BAC — BCA

and this can just as well be written (associative and distributive laws, which you’ve been using ever since
Book 1)
[A,BC] = [A,B]C + BJA, C].

Now look at (5.27) and ask whether the three operator squares commute with L, first, and then with
L, and L.. Of course L, and L} commute; but what about L, and L,>? Using the ‘three-operator rule’
(above), choosing A =L, and BC = L,L,, you find

Loy L2) = [Lo LyJLy + Ly [Las Ly] = d(LaLy + LyL.).

Ty =y

The commutator of L, with Ly2 is not zero. But now use the same rule after choosing A = L, and

BC =L.L. — and you will find (do it yourself!)

Lo L2) = [Lo, Lol + La[ly, L) = —i(Ly L + LoLy).

If you add together the two results, getting zero, you’ll see that even though L, doesn’t commute with
either L,* or L? separately it does commute with their sum. And since you know it commutes with L2
you can say L, commutes with L2. Moreover, what’s good for the x-direction is also good for the y- and

z-directions. Similarly, L, L,,L, all commute with L2, though not with each other.
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The Example has shown that the square of the angular momentum and any one of its
components can take simultaneously definite values, since their associated operators com-
mute. We’ll suppose this ‘special’ component defines the z-axis; so L? and L, commute
and the state of motion can be labelled by eigenvalues L? and L,. But will it stay that
way as time passes? We know from (5.18) that any operator A, not itself depending
on t, will be constant it time along with its eigenvalues, provided it commutes with the
Hamiltonian of the system considered.

For a particle moving in a central field the Hamiltonian used in (4.2) may be written in
the general form

H=—(1/2m)p* + V(r*), (5.28)
since V' (z, y, z) for the PE of a particle at point x, y, z depends in this case only on distance
r from the origin — and 7% = 2% + y? + 22
We now want to know if the operators L? and L, commute with this Hamiltonian, in which

case the energy, the squared angular momentum and its z-component can all be constants
of the motion.

Example 5.6 Commutation with the kinetic energy term in H

We can again use the ‘three operator rule’ of Example 5.5, first to see if L, commutes with the terms in
p’> =p; +p, +p.. From the definitions (5.24) and the commutation rules (5.25), it follows easily that

[Lz, pm] = py/ia
Lespy]l = —pa/d,
L., pi] = 0.

Then by using [A,BC] = [A, B]C + B[A, C], with BC = L,L, and BC = L,L,, in turn, we get

[sz pz2] = (pmpy + Pme)/ia
[LZ7py2] = _(pa:py +pypx)/ia
L.,p2] = 0.

Thus, L, commutes with the operator sum p,2 + py2 + p.2 = p%. The same must be true for L, and Ly

Finally, if the operators L, Ly, L, all commute with p? then so must their squares; so L2 + L, +L.2= L2
must commute with p2.

We now know that both L, and L? commute with p?, and therefore with the KE term in the Hamiltonian
(5.28). You should try to use similar arguments to show that they also commute with any function of
the operator r? i.e. with the potential energy part of the Hamiltonian. But there’s also a nicer way of
doing it: just before equation (5.21) it was noted that swapping the operators that refer to corresponding
components of position and momentum left the basic commutation rules unchanged except for a sign
reversal. Knowing that [L.,p?] = 0 you can say that [L.,r?] = 0 (momentum operators p2, pr, p.2 being

replaced by position operators x2,y?,z?), so p? — r2. It then follows that [H,L.] = 0 and [H, p?] = 0.

From the last Examples it appears that in any central field system the three operators
H,L.,L? all commute with each other; that the energy E, the squared magnitude of the
angular momentum vector, and one of its components (which we’ve called L,) can all take
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simultaneously definite values. And these values will be constants of the motion. This
is quite different from the situation according to classical mechanics. The classical and
quantum predictions are compared in Figure 12, below.

In the classical picture (a) the particle moves in a precise orbit (roughly circular) around
the centre to which it is attracted, just like the Earth moving around the Sun. The orbit
lies in a plane (here shown as the xy-plane, with the x-axis pointing towards you) and
the angular momentum, indicated by the L-vector, is a constant of the motion, like the
total energy. But the three components (L., L,, L,) are all constants of the motion and,
as they determine the direction of the rotation axis — which is normal to the plane of the
orbit, this means the orbit never moves out of its plane. All this is just what Kepler and
Newton told us, hundreds of years ago.

lz—axis Z-axis
‘— - = —
L-vector Il ket
-vector
> : .
T y-axis I y-axis
(a) Classical picture (b) Quantum picture

Figure 12. Motion in a central field

According to quantum mechanics, on the other hand, (look at picture (b)) there can be no
precise orbit when you go down to ‘atomic’ dimensions: instead, all you can get is a wave
function (in ‘Schrodinger language) with |¥|? showing where the particle is most likely
to be found. But some of the concepts of classical physics still show up: the particle can
have an angular momentum around the attracting centre (even if you can’t tell exactly
where it is!); and it turns out that the length? of the L-vector is observable, along with
one of its components — which we’ve called L,. The other two components you can never
find — because if you try to measure them you’ll disturb the value you found for L..
Only their average values (which are zero) can be observed: (L,) = (L,) = 0 for the
components transverse to the z-axis. If you want a semi-classical picture the best you can
get is the one indicated in Fig.12(b), where the L-vector doesn’t point along the measured
L, axis but precesses around it, lying always on the surface of a cone, with its transverse
components bounded by definite limits.

In the present Chapter 5 we’ve constructed a solid ‘bridge’ between ‘classical’” and ‘quan-
tum’ concepts. Now we're ready to cross into the quantum world.
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Chapter 6

Hydrogen — the simplest atom of all

6.1 An electron in the central field of a nucleus

We're now all set to study the ‘classic’ central-field problem of a single (negatively charged)
electron moving in the field of a positively charged nucleus. What are the allowed energy
levels of the system? How can we find them and how can we begin to understand atomic
structure? As you know from Book 5, these questions lie at the root of chemistry. They
go far beyond — for molecules and all kinds of matter are built up from atoms — even
the enormous molecules of life (which you already met in Book 9). By starting with the
simplest system of all, the single hydrogen atom, we can uncover many new ideas and
methods that apply very generally.

In Chapter 5 you studied the motion of a single particle in a central field, where the
Hamiltonian operator had the form H = —(1/2m)p? + V(r), p being the momentum
operator and r the radial distance of the particle from the origin. In Schrodinger language

this takes the form

h? e?

H=-—V°>-Z7—, (6.1)

2m KoT
as used in Section 4.5, V2 being the ‘del squared’ operator defined in (4.3). The atomic
number Z has been inserted (this being the number of electrons in the uncharged atom)
so that we can also study the positively charged 1-electron ions that remain when one
or more electrons have been taken away from a heavier atom. (For example, the Lithium
atom (Li) has three electrons, but on taking two of them away you get the Li*" ion —
another 1-electron system.) With Hamiltonian (6.1) the energy eigenstates of the system
follow on solving the Schrodinger equation

HY = EU, (6.2)

which determines the allowed values of the energy E in the possible stationary states of
the system.

By the end of the last Section it was clear that in any central field system the three
operators H, L., L? would all commute with each other; that the energy E, the squared
magnitude of the angular momentum vector, and one of its components (which we’ve
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called L,) could all take simultaneously definite values. And that these values would be
constants of the motion. Before moving on we need to fill in the details. How can
we find the eigenstates? — and what will be the corresponding eigenvalues of the angular
momentum operators? The next two Examples show how we can get them.

Example 6.1 Eigenstates of angular momentum

We start from the commutation rules for L,,L,,L,. The first one is
Ls, Ly] = (LoLy — LyLy) = iL,,

and there are two other equations, obtained by making a cyclic permutation of the labels x, y, z. We also
need step-up and step-down operators similar to those used in Section 2.2, where they were defined for
spin as

St=S,+iS,, S =S,—iS,.

Here we’ll have L instead of S and the properties we need will be
L Ve =cy Vo m—1, (A TNV R aee

where the constants CL cy; are put in because we don’t yet know if the operators leave the states
normalized — as we would wish. (In Example 6.3 we’ll find their values.)

In the case of spin, we were able to find alternative expressions for the total spin operator S = Si—l—Si—&—Sg,
namely

$2=5"St+S,+52=5"S" -5, +52

And, as we already know, you can get corresponding relations for other kinds of angular momentum just
by changing the names (e.g. using ”L” in place of ”S”). The operator for the squared magnitude of the
orbital angular momentum will thus be, using the first form of the equation for S? but with ”S” changed
tO ” L”,

12=L"L" —L,+L2

This last result lets us express LTL™ in terms of operators whose eigenvalues we know. In particular,
LTL™ = L%—L2+L, and if we operate with this on any eigenstate Wy »s, where X ahd M are eigenvalues
of L% and L, the result will be (do it!)

LTl Uy = (X — M+ M)Ux .

Example 6.1 has given the following important results:

LfL =L*—L2+L,, LLt =L*—L2-L,, (6.3)

z

and when acting on eigenstates of L2 and L., with eigenvalues X and M, these results
show that

LfL Uxy = (X — M*4 M)y,
L LY Wxy = (X —M?— M), (6.4)

The next Example shows how you can get the values of M and X.
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Example 6.2 Allowed values of M and X

Supposing any given eigenstate is normalized, the length? of the vector ¥x ps will be the scalar product
(¥x,m|¥x am)=1. On taking the scalar product from the left of the last equation in (6.4), with ¥ x as,
the result will be

(\I’X7M|L+L7\I/X7]V1) = (X — M? + M)

Now in Chapter 2, Example 2.4 (which you may want to read again), it was noted that you could move
any operator C from one side of a scalar product to the other (i.e. across the vertical ‘bar’) provided you
changed it into its adjoint operator C'. If you do this with LT in the last equation you get

(X —M? + M) = (L Uxp|L"Tx )

— because the adjoint of Lt (which is L, +iL,) is L™. (Check it out, remembering that L,,L, are self-
adjoint, but that you have to change the sign of i.) But this scalar product is the squared length of the
vector L~ WUy 5y and can only be zero or positive: so (X — M?+ M) > 0.

If you repeat all that, starting with L~L* in place of L*L~, you find a second inequality (X —M?2—M) > 0
and on adding them both together you get X > M?:

The eigenvalue M of the angular momentum z-component
cannot exceed X, the eigenvalue of the operator L2
for the square of the total angular momentum.

Finally, let the highest and lowest values of M be M, and M_ This means that the ‘top’ state vector
can’t be stepped up by applying L™; or in other words L"’\IJXJ\/[Jr = 0 — for otherwise there would be a
state with M-value higher than the highest!

Also, taking L? in the alternative form L? = L=L* + L, + L2, and putting M = M, it follows that
L2Wx o, = (M2 + My)Wx o,

— since the multiplier on the right is the eigenvalue of the operator on the left, which we called X. This
means X = My (M, + 1) in terms of the largest possible value of the angular momentum z-component.

Using the same argument on the ‘bottom’ state Ux 5y you'll find X = M_(M_ — 1) and equating the
two equal results gives
MP+My=M?—M_.

This may be re-written as (check it!)
(My +M_)(My —M_+1)=0,
with the only acceptable solution (say why) when the first factor is zero.

If the highest M-value a component can take is denoted by L (= M), this fixes the eigenvalue of L? as
X = L(L + 1) and tells us that L, will have eigenvalues going in unit steps from —L to +L, the integer

L being the total angular momentum quantum number.

From Example 6.2, we can write the eigenvalue equations for orbital angular momentum
in the standard forms
L2 = L(L+ 1)V (6.5)

and
LV, =MVry (M=L,L—-1,.. —1L), (6.6)
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where L and M are used as the standard labels for the quantized states. It remains only
to find values of the coefficients ¢}, and ¢j;. used in Example 6.1, choosing them so that
U,y will stay normalized when the value of M is stepped up or down

Example 6.3 Values of the constants c3;

In moving from one eigenstate Wy, s to another, by using the step-up operator LT to get Yy M+l =
CL Ltw .M, we want to be sure the new eigenstate will still be normalized. We therefore require

(Va1 9 ar1) = eb, P(LTY L LT ) = 1,

a vector of unit length for all states.

Now the scalar product on the right can be written (moving the first operator LT over the vertical bar
and changing it to L) as (U, a|L~LT|¥y ar) and the resultant operator product L~L* may be replaced
by LTLT =L2—-L2-L,.

It follows that, since Wy, s was supposed to be an eigenstate of L and L, with eigenvalues L(L + 1) and
M

)

et PV 1| Y1) = (LT L a LT p a) = (W e |[L(L+ 1) — M? — MW7 ).

In other words the squared length of the ‘shifted’ eigenvector is [L(L + 1) — M? — M] times that of the
original; which identifies the constant cf, as ¢, = /[L(L + 1) — M2 — M]. A similar calculation for the
step-down operator (do it!) shows that ¢y, = \/[L(L + 1) — M2 + M]. (Note, however, that only the

square modulus was fixed and the coefficients may be multipied by +1 or by any unimodular complex

number e’ without changing anything: the coefficients shown therefore indicate a particular choice of

the ‘phase factor’, with @ = 0. This is called a “phase convention”.)

The results from Example 6.3 are usually written in a slightly different form by noting
that L(L+1) — M(M £ 1) = (L M)(L + M + 1), from which there follows

LWy = V(L= M)(L+M+1)Up a0, (6.7)
L Ura = V(L+M)(L—M+1)T; .

The equations found above are very general and may be used for all kinds of angular
momentum, depending only on the commutation relations satisfied by the operators.
We’ll meet them again and again.

But so far nothing has been said about the energy eigenstates, which can exist for all
values of the angular momentum and its components. To find them we have to return to
equation (6.1).

6.2 Finding the energy levels for a 1-electron atom

It’s quite difficult to find general solutions of the eigenvalue equation (6.1), but in Section
4.5 we did find the lowest-energy eigenstate of the hydrogen atom — both the energy value
and the corresponding wave function. (You should read that Section again before going
on.)
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Here we’ll look for particular solutions in which the wave function has spherical sym-
metry, depending only on the distance r of the electron from the nucleus. Such functions
are called s-orbitals and a whole series of solutions of that type can be found without
much trouble. To stress that they are radial functions, depending on the single variable
r, they will be denoted by ¥ = R(r).

We start from (6.1) written in the re-arranged form

2mZe*1l  2m
2
-+ —=F =0.
(V—i— P 7’+h2 >R 0

This looks a bit messy with all those constants, but it can be simplified by using the
units we first met in Chapter 4 (Section 4.5). Remember that distances and energies on
an atomic scale are often measured in terms of the “Bohr radius” ag and the “Hartree”
energy unit ey, defined as

ap = Koh? /me?, e = me* /kZh2,

Thus, r = pag and E = eey are the quantities r and E, expressed as multiples of ag
and ey, respectively, while p and e (the corresponding Greek letters) are the numerical
measures of the quantities. Sometimes we use the quantities as if they were just numbers
— not thinking about the units — but we must be careful! When we come across “exp z”,
for example, the x must be a number, because e* = 1+ x + %xz + ... and if x measured a
quantity its value would change when the units were changed — giving a completely new
series!

So let’s write the equation we want to solve in the form

2omZe2 11  2m
Vv? ——+ = R=0,
( + /'ioh2 o p + 72 eHe)

where the units are shown explicitly. On noting that ey = e2/kgag, this becomes (check

it out!) , p
V2 + AL et +e| | R=0.
hz |p

Here the physical constants are neatly put together in the coefficient (2megy/h?), which has
zero dimensions and is thus a pure number, not depending on how the units are chosen.
To prove it, note that energy has dimensions [E]=ML*T~2, while [A] = MLT!. (Look
back at Book 4, for example, if you've forgotten what is meant by [E] — “the physical
dimensions of energy”.)

Even better, we can make the constants disappear from our equations by using the full
set of ‘atomic units’ defined in Section 4.5, in which e, m, kg, h, ap and ey all take unit
values!

Now we can start looking for s-type solutions of the eigenvalue problem. We know from

Example 4.7 that
2 2d
Vi= — +-—,
dp*  pdp
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so we obtain an ordinary differential equation

d?R  2dR 2Z
— +—-——+—R+2eR =0, (6.9)
dp*  pdp  p
which is to be solved, subject to the usual conditions (R finite, continuous, etc.). This is
done in the next Example.

Example 6.4 Solving the differential equation

Here we’ll use a common method of getting a solution to equations like (6.9). First we look for an
‘asymptotic’ solution, valid in the range where r (and hence p) takes very large values. On letting p — oo
the terms with p in the denominator tend to zero and may be dropped leaving

d’R

d7p2+26R:0,

which has the solution R = exp £+/2¢p (differentiating R twice simply multiplies it by 2¢). (Remember
that in dealing with the ground state we called the exponential factor e*"; and we’ll do the same here
by putting v/2e = b.) The positive sign in the exponent is no good because R = exp —bp would then go
off to infinity for p — oo; but the negative sign gives a well-behaved function when p — oco. On the other
hand there is a singularity in the potential energy function Z/p, which becomes infinite when p — 0. To
make sure the solution doesn’t ‘blow up’ at that point we can include in the ‘trial function’ a factor such
as p — which goes to zero. In fact, we’ll look for the equation to be satisfied by a new function P = pR,

which remains zero as p — 0

To find the equation satisfied by P we first get the derivatives

P _ . AR PP dR &R
dp pdp’ dp2  Tdp pdp27

and then note that d?P/dp? includes both the derivatives in (6.9). The differential equation can then be

rewritten, after removing a common factor p~!, as

d?pP 27
—_— —+2|)P=0
i " ( o 6)

— which looks much nicer than (6.9).

Again, there is an asymtotic solution for large values of p, where P =~ exp —bp. At the other limit, where
p — 0, the factor p should be included, and between the two limits it seems reasonable to represent the
wave function by writing

P = Apexp —bp, A=ag+aip+asp® ... app®; ...,
where the constants ag, ay, ...ax ... are to be determined. (Don’t be confused by the ‘ag’! It’s just the

coefficient of p° (= 1) — not the ‘Bohr radius’.)

To get the values of the constants, for any particular solution, you have to put the function P into the
differential equation and then insist that the resultant polynomial be zero: if the polynomial is finite,
then the series for A will finish after, say n terms. In that case you can get a finite solution of the nth
degree in p. But you have to work for it by showing that the coefficients ag, ay, ...a,, must then be related:
in fact there is a recurrence relation

k(k + 1)ag + 2ap_1(Z — kb) = 0
from which, starting from ag = 1 (k = 0), it follows that 2a; = 2(Z — b)ag (k = 1); 6as = 2(Z —
2b)a; (k= 2); etc.
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If the solution you’re looking for contains only one term, agp®, then the series for A must end with ag = 1,
giving a; = (Z — b)ag = Z — b = 0. This represents the ground state; and since b = v/—2¢ it determines
the energy of the state, namely —2¢ = b?> = Z2. Thus (in atomic units), Fy, = —%eH . In the same way,
but with two terms, you’ll find

apg = 1, ayp = (Z — b)ao, ag = (1/3)(2 — 2b)a1

and if this third term has to be zero then (Z — 2b) = 0. The 2-term series thus corresponds to energy
—e = —1(Z/2)? = —3(Z?/4)en. And so it goes on. The general result, as you can guess, is simply
E,s = —%(Z22/n?)en.

-2

From now on we’ll use atomic units throughout, so when you see r it will mean “r in
units of ag” and an energy E will mean “FE in units of eg”.

The results obtained so far can now be summarized as follows:

e For one electron in the central field of a nucleus of charge Z, the Schrodinger equation
has well-behaved spherically symmetrical solutions of the form P, (r) = rR,(r), with
corresponding energy values

E, =-12 p,=_

172 _ Z? _ 12z
271 27925 E3 — T 932 .- En — T 92

(6.10)

1
2

w

These solutions define the atomic orbitals (AOs) of ‘s type’ and form an infinite

sequence, converging to an upper limit £ = 0; in other words they define states of
negative energy, in which the electron is bound to the nucleus. Above these discrete
levels there will be positive-energy solutions, corresponding to the electron moving
freely through space (cf. Section 4.xx). We haven’t yet studied such solutions;
but they describe an electron ‘scattered’ by the presence of the proton, without
being ‘captured’ by it. These energy levels form a continuum, being infinitely close
together.

e For the hydrogen atom (Z = 1) in its ground state, the principal quantum num-
ber has the value n = 1. To knock the electron out of the atom in this state,
leaving a hydrogen ion H™ (i.e. a bare proton) and a free electron, a long way
from the nucleus and with energy close to zero, you have to increase its energy by
AE = 0—(—3), which means ; ey. This ionization energy leads to the alternative
interpretation of the atomic unit ey as “twice the ionization energy of the hydrogen
atom”, as mentioned in Section 6.4. All this is clear from the energy-level diagram
that follows (Figure 13).

E Figure 13. Electronic energy levels, H atom
Bound states at E, = —%(1/n%)en, up to £ =0

E=0 Positive energy states form a continuum (grey)
Bold up-arrow indicates ionization from FE;
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The states referred to in Fig.13, whose wave functions have spherical symmetry, are ‘s
states’. At this point we’ll indicate their forms to show how they depend on the distance
(r) of the electron from the nucleus. Note first however that the functions in the Table
that follows are mormalized to unity only when the normalizing factors Nys, Nas,
etc. are suitably chosen. And remember what this means for a spherically symmetrical
wave function: |¥|?, when integrated over all space, must give unity (unit probability of
finding the electron somewhere. In doing the integration, the volume element is 47r2dr
for a spherical shell of thickness dr, inside which |¥(r)|? has a constant value, namely
|R(r)|?. Integrating over all angles, around the nucleus, just gives a factor 4wr?dr; and
the remaining integration over radial distance » must therefore be multiplied by 47 to get
the correct volume integral of |¥|?. Consequently, even when the radial function R(r) is
normalized for the integration over 7, an extra factor of 1/y/4m = 1/2/7 is needed in
normalizing the wave function W.

The wave functions that follow apply to a system with positive charge Z on the nucleus
(in units of e, the atomic unit of electric charge):

Hydrogen-like s-type wave functions

n | L | Wave function U,, 1(r)

1 0 \111,0 = leeer
210 | Wyp= Nog(1— %Zr)e‘ZT/Q
310 | ¥s0=Ns5[1—1(2/3)Zr + (2/27)227“2]6_27"/3

410 | Uy0=Ny[l—(3/4)Zr + (1/8)Z%% — (1/192) Z3r%)e=2r/4

The complete normalizing factors are listed below:

1 1 1 1
le _ ﬁz3/27 N25 _ m23/2,N33 — ; 37TZ3/27 N4s = mZS/Z

The exponential factors in the Table above show that the wave functions and correspond-
ing probability densities fall to zero more and more rapidly as Z increases. This means
that the orbitals for atoms of the heavier elements shrink tightly around the nucleus;
those for small values of the principal quantum number n thus give a highly concentrated
probability density.

It is the energies of the hydrogen s states, given by the formula (6.10) with Z = 1, that
are indicated in Figure 13: the forms of the orbitals are pictured in Figure 14 (roughly
to scale).
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Figure 14. Forms of the 1s, 2s and 3s orbitals (see text)

In the Figure the spherical regions where V¥ is positive are coloured pink; those where it
is negative are shown in light blue. The solid lines show the nodal surfaces, on which
U = 0 and the sign is changing. (Of course the sign doesn’t matter, as only |¥|? gives
physical information, but the sign changes do.) The outer ‘boundaries’, indicated by
broken lines, show where W has fallen to a very small fraction of its maximum value; they
give an idea of the relative sizes of the orbitals.

6.3 Eigenfunctions with angle dependence

Other sequences of bound states can be found in which the angular momentum variables
L?, L,) may also have simultaneously definite values, specified by the quantum numbers
L, M found in Section 6.5. These correspond to ‘p states’ (with L? quantum number
L =1, and L,, with M = +1,0,—1); to ‘d states’ (with L? quantum number L =
2, and L., with M = 2,1,0,—1,—2); followed by ‘f states’, with L = 3, and M =
3,2,1,0,—1,—2,—-3), and so on. The first few levels of each series are set out in the
diagram below (Figure 15).
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4s 4p 4d 4f
3s 3p 3d
28 2p
E=—3eq 1s

Figure 15. Origin of the H-atom spectrum (see text)

The four energy-level diagrams refer to s, p, d and f states, with quantum numbers
L = 0,1,2,3, respectively. Note that, as long as the potential function V(r) has the
inverse-distance form, the energy levels for the series with L # 0 exactly match those for
the s series, given in (6.10) except that those with principal quantum number n < L are
missing. Thus, the lowest energy p state (with L = 1) corresponds to n = 2 and is a “2p
state”, with the same energy as a “2s state”; in the same way, the d states (with L = 2)
have a lowest energy coinciding with that of the 3s state.

The upward-sloping arrows in Figure 15 show how various series of spectral lines
originate from transitions between the energy levels. For a central-field system with
V(r) = Z/r (atomic units!), all states with the same value of the principal quantum
number n have the same energy; so the energy separation of any two levels with quantum
numbers n; and ne will be

AE = -1 (%—%) (6.11)

This celebrated formula, first obtained by Bohr, using his semi-classical model of the
atom, is important because it relates so directly to experimental data. The energy change
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when the system goes from State 1 to State 2 allows one to predict the frequency (v) of
a quantum of light absorbed or emitted, using only Planck’s law: thus

AE =4 (b = L) = (6.12)
If 1 and 2 denote the ‘initial’ and ‘final’ states hv = AE(1 — 2) will come out positive
if ny > ny (giving Ey > Fj) and this transition will correspond to light absorption; but
if ny < ny it will correspond to emission. It is such transitions that are often called
“quantum jumps”: when an atom increases its electronic energy through interaction with
radiation of frequency v (see Book 10) the energy absorbed is € = hiv — the energy of one
photon or ‘light particle’; and when it loses a quantum of energy a photon of the same
energy is emitted. In either case, there is no change in total energy of atom plus field —
simply a transformation of one form into the other.

A note on energy units

The energy unit used in classical physics (Book 4) is much too big to be useful in atomic
physics. You'll remember that the Joule (1J) is the energy needed to move unit mass
(1kg) through unit distance (1 m) when unit force (1N) acts on it. These units are all
enormous by ‘atomic’ standards. So in atomic physics the most commonly used unit is
the electron volt (1 eV), the energy needed to carry unit charge (1e) through an electric
potential difference of 1 volt: this is only about 1.60x107! Joules! On the other hand,
the ‘Hartree’ 1ey is approximately 27.21 eV.

Another convenient unit is based on the Planck relationship ¢ = hAr, which is the energy
of one quantum of radiation of frequency v. As you know from Book 10, v = ¢/ where ¢
is the velocity of light in free space and \ is the wave length of the radiation: so € = fic/A
gives the energy of the quantum as € = hc X k where k is the wavenumber, the number
of waves per unit length i.e. the reciprocal of a length. On putting in the numerical values
of the constants we find that

leg = 27.21eV =219.5 x 103 cm ™,

which is a convenient relationship involving the most commonly used units.
The hydrogen atom absorption spectrum

Remember anything about radiation and the electromagnetic spectrum? If not, go back to
Book 10 and read Chapter 6 again. Light is a form of electromagnetic radiation and ‘white’
light is a mixture of waves of all different frequencies, corresponding to wavenumbers
between about 1.4 x 10* em™!, for red light, and 3.0 x 10* cm—1 for violet light. The
spectroscope (or spectrometer if it’s used for measuring) is a device for separating the
various frequencies. When a beam of white light goes in, it comes out as a ‘rainbow’ of
all colours side-by-side — and that’s the visible part of the spectrum. On either side of
the band of colours the spectrum stretches out; on the low-frequency side (as far as the
radiant heat from your electric radiator and the much lower-frequency radiation used in
long-wave radio) and on the high-frequency side (as far as the ultra-violet radiation, that
gives you sunburn, and way beyond to X-rays and the ‘cosmic rays’ that come from outer
space) — all of them invisible to the human eye.
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A long time ago it was noticed that the spectrum of light from the sun was crossed by fine
black lines at certain frequencies: these result from absorption of radiation by the atoms
that get in its way, each black line arising from missing light of the frequency that causes
electronic transitions. So the spectrometer gives us a powerful method of ‘observing’ the
quantized energy levels in an atom. The hydrogen atom transitions indicated in Fig.15
fall into series that carry the names “Lyman” (for the big energy jumps that start from
ni = 1 in the formula (6.12); “Balmer” (for those that start from n; = 2; “Paschen” (for
those starting from n; = 3; and so on. Each series was named after its discoverer. Only
the Balmer series falls in the visible part of the spectrum, the Lyman series being found
in the ultra-violet (UV) region and the Paschen in the infra-red. These conclusions follow
from the next Example.

Example 6.5 Frequencies of some absorption lines

On using (6.12) with n; = 2 the lowest energy transition in the Balmer series follows when ny = 3, as
you can see from Fig.15, and this gives AE = —1[(1/4) — (1/9)]ex = 0.06945 eyy. From the equivalences
given above, this translates into

AE = 0.06945 x 27.21 = 1.890eV = 0.06945 x 219.5 x 103 cm ™! = 15,244 cm ™},

which corresponds to absorption of light in the visible region (towards the red end of the spectrum).

A similar calculation for the lowest energy transition in the Lyman series (do it!) predicts absorption of
radiation with wavenumber 82,263 cm~!. This much larger transition energy corresponds to absorption
well inside the ultraviolet range.

By now you will be wondering what the orbitals ‘look like’ for wave functions ¥(r, 6, ¢)
which depend on two angles, 6 and ¢, as well as the radial distance r of the electron
from the nucleus. In this case things become even more difficult! But it’s possible to
understand how the argument goes without following all the details and that’s the path
we’ll follow in the next Section.

6.4 Angle-dependent wave functions

Remember that we're looking for wave functions with the general form, using polar
coordinates,
U= U(r,0,6) = RIY (6, 0), (6.13)

which is written in the separated form as a product of a radial factor R(r) — like the
ones in the last Section — and a factor Y (0, ¢) depending on two rotation angles.

When Y (6, ¢) = 1, the wave function W = R(r) has spherical symmetry, like the functions
pictured in Fig.14, because it always looks the same whatever rotations you make. The
radial factor is similar to the ones shown in Fig.14, R(r) alternating in sign as r increases
— with positive and negative regions separated by spherical nodal surfaces. But more
generally the angle dependence is quite complicated in terms of # and ¢; it looks much
simpler in terms of the Cartesian coordinates (z,y, z) so you need to know how the two
coordinate systems are related. The next Figure shows the connection.
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Z-axis

Figure 16. Spherical polar coordinates (7,6, ¢)

r = radial distance of electron from nucleus
Position vector r lies in shaded plane, making
y-axis angle ¢ with zx-plane, and 6 with z-axis.

The angle dependence shows up very clearly in Cartesian coordinates. The eigenfunctions
of L? with quantum number L = 1 (i.e. the p functions) have angle-dependent factors
x, y z; and there are three of them, corresponding to the L, quantum number M = +1,0.
Similarly the d functions, with L = 2, are formed from products of the second degree,
namely 22, y%, 22, 2y, yz, zx. And you might expect there to be six independent wave
functions, one for each choice. But you’d be wrong, because there’s a relationship among
the first three: 22 +y2+ 2% = r? and r? is not an angle-dependent function — the distance
r of the electron from the nucleus doesn’t change if you turn the system round. In fact
there are only five independent d-type wave functions and these are usually taken to have
the angle-dependent factors

Tt =y 322—1? xy yzr 2z

rz r2 27 27 27

These factors are not in any way normalized; they are listed here only in order to explain
the forms of the orbitals for higher values of the L quantum number. Some typical orbitals
for L =1 and L = 2 are indicated schematically in Figure 17:

7-axis 7-axis

Z-axis

X-axis -axis

2p- 3dy 3d.2

Figure 17. Forms of some typical 2p and 3d orbitals (see text)

the first is a p function (2pz), pointing along the z-axis, while 2px and 2py (not shown)
look exactly the same but point along the x- and y-axes; the next is a d function (3d..),
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which has its four ‘lobes’ centred in the zx-plane and its normal pointing along the y-axis,
and two more (3d,, and 3d,,, not shown) which are just like it but have their normals
pointing along the z- and x-axes. There are two more 3d-functions: 3d,2_,2 looks like
3d.y, but rotated by 45° around the z-axis — so that its lobes are centred on the x- and
y-axes, instead of falling between them. Finally there is one that looks quite different from
the others, shown in the last picture of Fig.17. It has two big lobes on the z-axis, both
positive, but a dough-nut shaped belt (called a “torus”) around its middle, of opposite
sign. However, you can get it simply by combining two functions, which you could call
3dy2_.2" and ‘3d,2_,2’, formed by making the usual ‘cyclic permutation’ of the axis labels
x,y,z. So the odd-looking 3d.2 orbital is just a particular mixture of the 4-lobe functions
you've already got — not really something different! We say “there are only five linearly
independent 3d orbitals” and they all correspond to the same energy eigenvalue i.e. they
are degenerate. In the same way, it turns out that there are seven degenerate 4f orbitals
and in general 2L 4+ 1 degenerate orbitals with angular momentum quantum number
L. Later you’ll understand why energy eigenfunctions are so often found in degenerate
groups.

To end this Section, now that you know about the energy levels for an electron in a central
field and how they relate to experimental spectroscopy, through the ‘quantum jumps’ that
take the electron from one level to another, let’s go back briefly to something that must
have been worrying you —

What makes an electron jump?

So far we’ve been thinking always of an isolated system, which can stay in a definite
energy eigenstate ‘forever’ — such states being stationary. To make the system change
you must do something to it; you must disturb it and a small disturbance of this kind is
called a perturbation.

The simplest way of disturbing the electron is to apply an electric field from outside
the atom, in addition to that due to the nucleus (the central field considered so far).
This will change the potential energy term in the Hamiltonian H, so that V(z,y,z) —
V(z,y,z)+ 0V (z,y, 2) and, if the ‘external’ field is uniform and is in the x-direction, the
change will have the form 0V = Fex. Here F is used for the field strength (so as not to mix
it up with the energy E) and the arbitrary zero for §V is taken as the origin of coordinates
(i.e. the nucleus). If F' is constant its effect will be to produce a small polarization of
the system by urging the electron in the (negative) direction of the field, since the electron
carries a negative charge —e, and this means the probability function will ‘lean’ slightly
to one side. This effect will be small: if the change in the wavefunction is neglected in a
first approximation the change in expectation value of H will be 6E = (dH) = (0V') and
this will be zero (can you say why?).

In order to produce a transition, between initial and final states with energies £; and Ey
corresponding to absorption of a quantum of energy Av =E; — Ej, it is necessary to ‘shake’
the system. This means the disturbance must be time-dependent, describing an oscillating
perturbation. For example, the applied electric field could have the form F = Fye™? with
the ‘angular frequency’ w = 27v. To deal with this kind of perturbation you have to
use “time-dependent perturbation theory” — which you haven’t yet met — but at least
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you should be ready to understand how the argument will go. From the theory it also
follows that there are selection rules governing the ‘allowed’ and ‘forbidden’ transitions
in diagrams such as Figure 17. Everything has an explanation!

Now we’re almost ready to move to the last big question in this Chapter: “What makes
the central field so special? But first you’ll have to do a bit more mathematics —
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Chapter 7

More on symmetry

7.1 Operators and matrix representations

If you turn back to Chapter 1 you’ll be reminded of just how much came out of one
very simple idea — that all directions in space are equivalent, it doesn’t matter what
directions your x- , y-, and z-axes point in. If you turn your system round in space,
all its observable properties are unchanged. We used this principle to find all the basic
properties of the operators S,,S,,S, associated with the x-, y-, and z-components of the
spin angular momentum of an electron! — using nothing more than the simplest possible
experimental observations (the Stern-Gerlach experiment).

The properties we discovered were that (i) there are two spin states, which we called «
and  and pictured as orthogonal vectors; and (ii) the spin operators act on « and 3 as
follows

S,a = %6, Sya = %z’ﬁ, S.a = %a,
S.8 = ia, S, = —3ia, S.a = —3a. (7.1)

The last group of equations can be written alternatively as

sas) = o () §) sen-@a(g §).

S.(a ) = (aﬁ)( _O%),

where the square arrays of numbers are the Pauli matrices.

(7.2)

O NI

From now on, we'll denote these matrices by Sy, Sy, S,:

Pi)s-(h )-8 5
Sx = 2 ), Sy = .2 , S, =1 2 . 7.3
(;o =L (! (7.3)

The arrays each have two rows and two columns and are said to be ‘2x 2’ (‘two-by-two’)
matrices. The basis vectors a and S have been collected into a single row, which forms
a l-row, 2-column (or 1x2 matrix).
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In order to use matrices in this way we have to invent a rule for combining them: if two
matrices are denoted by bold symbols, L and M say, then the matrix product LM is
the array whose pg-element, standing in the gth place of the pth row, is given by

Pq = Z Lipe Micq- (7.4)
k

(Note the usual convention: in saying the ‘pg-element’, the row number (p) is put first.)

In words, (7.4) simply says “multiply the kth element in Row p of L by the kth element
in Column ¢ of M and sum the products over all values of £”. You can do this, of course,
only if the number of elements in any row p of the first matrix matches the number in
any column ¢ of the second matrix. (In that case the matrices are said to be conformable:
and otherwise you can’t define their product.) Let’s try all this out by showing that (7.1)
and (7.2) say exactly the same thing:

Example 7.1 Using the Pauli spin matrices

The first equation in (7.2) has S;(« 3) on the left, which is interpreted as (Sya Szf5), the S, standing
on the left of each element in the row. The right-hand side of the equation has « multiplied by the first
element (0) of the first column in Sk plus B multiplied by the second element (3). So Sy = 1, just
as it was in (7.1). If you go ahead in that way for all the equations in (7.1) (and you should do it, for
practice!) you’ll find there is complete agreement between (7.1) and (7.2).

You'll be wondering why anyone would ever want to make a simple statement like (7.1)
look more complicated by inventing other ways of saying the same things. But the payoff
will come when you go a bit further! The next Example will start you off.

Example 7.2 A matrix representation

On using the rule (7.4) for matrix multiplication, with Sx and S, in place of L and M, you find
(SxSy)ir = (Sx)11(Sy)11 + (Sx)12(Sy)a1 = 0+ (3)(38) = 1i,
(SxSy)IQ = (Sx)ll(sy)12 + (Sx)IQ(Sy)22 =0+0= 07
(sty)21 = (Sx)21(sy)11 + (Sx)QQ(Sy)Ql =0+0= 0,
(SxSy)az = (Sx)21(Sy)i2 + (Sx)22(Sy)22 = (5)(—31) + 0= —3

And if you now do the same calculation after changing the order of Sy and Sy (do it!) you’ll find

(Sysx)ll = _ii; (Sysx)22 = i%
the other elements still being zero.

Finally, by taking the difference of the two matrices obtained in this way, you get

Lo
sxsy—sysxzz'( 2 Y ):isz.
0 —3

This result tells us that that the matrices we have associated with the spin operators have exactly similar
properties: the commutator S;S, —S,S,, which we found in (1.18) to be equivalent to i x S, is echoed
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in the matrix relationship
SxSy — Sy S« =iS,.

And the same is true, as you can confirm, for the other pairs of operators.

Example 7.2 has shown how matrices can be associated with operators, provided we have
a set of basis vectors (like the a and S of a spin-space) on which the operators have
known effects: when these effects are expressed in matrix notation we say the matrices
provide a matrix representation of the operators. If you look again at Chapter 2 it
will be clear that the idea can be generalized to the case of operators working on the basis
vectors ey, €9, ... €, of an n-dimensional vector space.

Suppose that in the general case some operator A works on a basis to produce a new set
of vectors, Aey, Aey, ... Ae,, and that these are linear combinations of the original set. For
example, we might have

Ae; = e1 Ay + ey +e3Asi ... +e, A

as the expression for the first of the new vectors in terms of the original ‘fixed’ basis
ej €, ...e,. When all such expressions are collected the result is

Ae; = e A +exdy +e3ds .. +e,An

Ae; = eApp+esdyp +e3ds ... +e,An

Aes = e Az + el +e3Ass... +e, A3
etc.........

— where the A;; are the given numerical coefficients of the original basis vectors in the
new vectors Ae;. The matrix A to be associated with the operator A is then the square
array of numbers on the right in the following equation:

A A Ags

Ay A A
Alereses....) = (Aej Aey Aey....) = (e1ezey...) | “ 2 T2 728

Anl An2 An3

In this way, given a basis (which may be a set of vectors or a set of functions, the operators
A, B, ... X, .... which act on them may be represented by matrices A, B, ..., ..... We write
A — A B — B, ... and, subject to certain mathematical conditions, the matrices ‘echo’
the properties of the operators: when, for example, AB = C then AB = C. This was the
case with the spin operators S;,S,,S, and the spin matrices S,,S,S..

We're going to use matrix equations a lot in the rest of this book and don’t always want
to write them out in full, as in the example above. So let’s agree to use a ‘shorthand’
form: just as we’ve used a single boldface letter A to denote a whole square array of
numbers — like the one appearing above — we’ll use a bold letter also for a whole array
of similar non-numerical quantities, such as basis vectors. Thus, we can let e stand for
the whole row matrix of basis vectors in the example above; and with this convention the
equation shrinks to almost nothing. It becomes simply

Ae = €A, (7.5)
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and yet, as long as you recognize the symbols and know what they stand for, (7.5) means
exactly the same as the full equation we started from! So you must examine each symbol
carefully to be sure what it means:

Numbers, such as vector components, are usually set in ‘italic’ type; non-
numerical things, such as vectors and operators, are set in ‘sans serif’ type
(with no ‘frills’ at the ends of the letters); and whole arrays of elements of
either kind are set in bold type.

Matrix representations of the operators are found in all parts of quantum mechanics.
Usually, we’ll deal with them as we come to them, but first we note that rotations in

‘everyday’ 3-space are dealt with in just the same way:

Example 7.3 Matrix representation of rotations

In three dimensions we often use Cartesian coordinates by introducing orthogonal unit vectors e, es, €3
to define the three perpendicular axes. The position vector of any point P is then r = xe; + yes + ze3
or, in more convenient notation, r = rye; + rpes + r3e3 = > . r;e;. When basis vectors and components
are labelled with numerical indices in this way, it is clear that a vector r pointing in any direction can be
indicated as a row-column product

r=r1rie; + rqoeo 4 rzes = (e1 e 63> 79 = er,

where r on the right stands for the column of components 71,72, r3 relative to the basis e. (It must be a
3x1 matrix to match the 1x3 matrix e that stands on its left.)

Moreover, if we decide to use a new basis in which e; — €; = le; + mes + nes and similarly for the other

basis vectors, then it’s easy to do so. (You may remember that [, m,n are the direction cosines, defined
long ago in Section 5.4 of Book 2.) When all three basis vectors are rotated into new ones we simply get

Ll I3
(e1e283) =(e1e2e3) [ m1 ma mz |,
ny mn2 N3

where each column in the square matrix represents one of the new basis vectors in terms of the ‘old’
e1,e2,e3. This change of basis is a transformation and its matrix is often denoted by the single symbol
T. The last result (all of it!) is then written in the short form

e=¢€T,

where T is simply the array of numbers describing (through matrix multiplication) how the new vectors
are expressed as linear combinations of the old.

Transformations of the kind introduced in Example 7.3 are very common in quantum
mechanics. When the basis is orthonormal, its vectors being orthogonal and of unit
length, the array of scalar products with elements S;; = (e;|le;) = 0(j # i),= 1(j = i)
(usually denoted by S;; = d;;) is not changed in such transformations. In the case where
only real quantities are allowed, transformation matrices with this property are called
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“orthogonal matrices”. But when complex numbers are admitted the allowed transfor-
mations are more general: they are described by unitary matrices, for which we’ll use
the symbol U.

After a rotation R, two new basis vectors e;,e; will become & = Re; = >, e,Uy; and
e; = Re; = Y, Uy;; here the coefficient Uy, is taken from column ¢ of the matrix U and
Uj from column j. For an orthonormal basis, where the metric matrix S is the unit
matrix, the rotated vectors will have a scalar product

Sy = (&le) =D Uiilerle)Uyy =Y > UsSuly
1 l

k k

Now the matrix with elements U}, may be obtained from that with elements U by
interchanging rows and columns, so ik — ki, and attaching the ‘star’ to get the complex
conjugate. This is an important operation, called “taking the Hermitian transpose”,
and is denoted by attaching a ‘dagger’ to the given matrix instead of the star. Thus,
Uy, = (UT), and the full matrix UT is obtained from U by swapping corresponding rows
and columns (e.g. first row of U becomes first column of U'), which is called “transposing”
the matrix, and then taking the complex conjugate of every element. With this notation
the equation for S’ij is seen to come from a product of three matrices on the right-hand
side, with the indices following the ‘chain-rule’ order ik — kl — [j; as a matriz equation
it reads

S = U'sU, (7.6)

which defines a unitary transformation

When the transformation is from one orthonormal basis to another, both S-matrices
become unit matrices and may be removed. The conditions which define any unitary
matrix are thus

U'u =1, (7.7)

where 1 is the unit matrix. This means that UT is also the inverse of U: Uf = U~!
and (7.6) thus implies also UUT = 1.

7.2 What makes the central field so special?

We’ll be specially interested in rotations of a physical system, like an atom or a molecule,
and even in Book 1 (Section 6.1) you met the idea of symmetry: if, when you turn
an object round (e.g. by rotating it through 60° about some fixed axis — but without
displacing it), the turned object appears to be unchanged, then it has some kind of
‘symmetry’. There may be several symmetry operations — or even an infinite number
— and when they satisfy certain conditions they form a symmetry group. The system
studied in the last Chapter is defined by the central field, provided by an atomic nucleus
placed at the origin of coordinates; and if an electron is put at Point P it doesn’t ‘see’
any change in the field when the nucleus is rotated. The electron moves in a central field
and that is what defines ‘the system’. If, instead, you had two identical nuclei, on the
x-axis and equidistant from the origin, any rotation of the pair around the z-axis would
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change the field — except the 180° rotation that just interchanges the nuclei and leaves
the system looking exactly as it was. Such rotations would be symmetry operations.

The fact that the hydrogen atom has degenerate sets of eigenfunctions, three p-functions
with the same energy, five d-functions, seven f-functions, and so on, follows purely from
the symmetry of the central field; you don’t have to solve any differential equation or do
any kind of calculation! Now we want to know why?

Let’s denote a general rotation in 3-space by R and think about how it affects a vector
r = rie; + roeg + rzes. A rotation in space doesn’t automatically change numbers, like
r1,72,73; it only moves vectors — like the basis vectors themselves. So if you want to say
r' = Rr is the rotated vector corresponding to r you mean it’s related to the rotated basis
e}, e), €5 in the same way that r was related to e, e, e5 — which we think of as a standard
‘fixed” basis. So, in matrix language, we have to say

(€] €5 e) = (e1 &2 &3)R, (7.8)

where the square matrix R has columns of components which relate the rotated basis
vectors to the old; and then express the general vector r' as

(& 1 Ri1 Ria Ris 1
/ / / /
= (el ehes) | 7 =(ejere3)R| 7 =(ejege3) | Ra Roo Ros T
3 rs Rs1 R3p Rss s

All that looks much simpler, and easier to follow, if we use the shorter notation where a
single symbol e stands for the whole basis; and another, R, for the whole rotation matrix.
Thus

' = er = eRr (7.9)

and the components of the rotated vector r’ are therefore contained in the column matrix
r = Rr, (7.10)

which gives the components r’ of the rotated vector r’ in terms of the fixed basis. (Re-
member we agreed that you have to look carefully at every symbol to fully understand
what it means!)

When a basis is changed everything else is changed — not just the components of a vector
— so we'll need to know also how the square matrices representing operators must be
changed. In Section 6.6 we talked about unitary transformations, from one orthonor-
mal basis to another, and used the notation

e—e=¢eU

to denote this kind of change — even though it can be thought of as just another rotation.
Now let’s ask how the components of a given vector, which we think of as ‘fixed’, must
be changed if we decide to change the basis.

Calling the fixed vector v, it can be expressed either as

(i) v=ev, or (ii) v=ev:
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it’s the same vector, but has to be given new components when referred to the new basis.
And now we can say, from (ii) that

v=-ev =ceUv.

On comparing this result with (i), the new components are seen to be related to the old
by v = Uv. Alternatively, this equation can be ‘turned round’ by using (7.7), namely
U'U = UU' =1 - for on multiplying both sides by U it follows that Ufv = v

Evidently the rules for changing basis vectors and numerical components of a given vector

are different.

When the basis is changed by a unitary transformation, to e = eU, the
components v of any fixed vector v, must be changed to v = Ufv. A “fixed’
vector is an example of an invariant: here we’re talking only about different
ways of describing it. The invariance shows up nicely when we write

v=ev=eUUv=ev

— whenever U and U stand side-by-side they are equivalent to the unit matrix,
which doesn’t change anything and can be dropped.

Figure 18 summarizes, in pictures, everything we’ve been saying. In the left-hand picture
a basis e = (e; ep) is rotated through 30° around a perpendicular axis (e3 say) and is
changed into (& &) = (e; e2)U, where U is a 2x2 unitary matrix. Any vector v which
is ‘locked into the basis’ and has components v will be carried into a new vector v/, with
components v/ = Uv. This describes an active transformation: all vectors move along

with the basis.

The right-hand picture in Fig.18 shows what happens to a fized vector — nothing! It
is invariant against the change of basis: the components change only because we're
describing the vector in terms of a new basis. This describes a passive transformation
in which the same vector gets new components Ufv only because we’ve referred it to the

new basis e.
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Figure 18. Active and passive transformations (see text)
With these two transformation laws in mind it’s easy to change from one representation

of operations in a linear vector space to another. Suppose for example you have a rep-
resentation in which three operators A, B, C have associated matrices A, B, C; so that a
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relationship AB = C is ‘echoed’ in AB = C. And that now you decide to change the
basis from e, with which you set up the original matrices, to a new one e = Ue = eU
(supposing as usual that the bases are orthonormal, so U is unitary). The question to

be answered is: What new operators (and corresponding matrices will have to be used
instead of A, B, C?

So far we’ve been thinking about operations in 3-space — the real ‘everyday’ space we live
in, where we can visualize the vectors as arrows and the operators as any operation that
turns them round. But, as you saw in Chapter 2, most ot the things we're talking about
can be defined and used just as well for a linear vector space in n dimensions. And the
same is true even when the vectors are replaced by functions, of one or more variables,
as you discovered long ago in Section 6.3 of Book 3. No real Mathematician would be
happy to go ahead in this way, without worrying about all sorts of details and conditions;
but once you've understood the main ideas you can come back later to all that! So let’s
suppose that everything will work out well (if you don’t make any silly blunders), and
put the last page or two in a slightly more general and abstract form.

Supose then that a typical relationship among the operators is AB = C and think first
about the action of A on any vector v in the space. Take the basis vectors as eq, es ... €,,
the whole set being symbolized by e, and set up a new basis € = Ue = eU. If the
operator A sends vector v into v/ = Av then, after rotating the basis so that e; — €;, the
new operator A must change v in a similar way. Thus Av = V. But, since v = Uv and
v = UV = UAv, this means AUv = UAv.

This has to be true for any vector v, so there must be an operator identity AU = UA.
Also, since for unitary operators UUT = UTU = |, multiplication of the last equation from
the left by U gives U'AU = A; and similarly it follows (do it!) that A = UAUT,

The same conclusion will be reached for all operators of the set A;B,C,...M, ... so by
defining the transform of each operator M of the set as

M = UMUT, (7.11)

all relationships among operators and vectors will be conserved in the transformation.
For example, when AB = C we’ll find

AB = UAUTUBU' = UABUT == ucut = C.

Equation (7.11) defines a similarity transformation. (Note that UT = U~! only for a
transformation that conserves the unit metric: for a more general similarity transforma-
tion the UT in (7.11) must be replaced by U~1.)

Now, at last, we can come back to the question asked at the beginning of Section 6.6:
Why is the central field so important? And what follows from the fact that you can turn
a central-field system round, about one fixed point (the nucleus), without making any
noticeable change? The fact is that you can get the forms of all the angle-dependent wave
functions, for all possible eigenstates, using symmetry arguments alone! But to do that
you need quite a bit of group theory.
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7.3 A first glimpse of the theory of groups

Back in Book 1 (Chapter 6 you first met some simple Point Groups (read about them
again!). They are sets of operations which, when applied to a symmetrical object leave it
looking exactly the same — although only one point is actually fixed. The group is finite
if you can count the number of different operations (group ‘elements’) it contains. And
to be a group, for a Mathematician, it must contain an identity operation, which does
nothing to the object (i.e. leaves it as it was), and an inverse of every operation in the
group. So if | denotes the identity and R a typical rotation then its inverse, denoted by
R~!, must have the property RR™! = R™'R = . In addition, there must be an associative
law of combination between elements of the group (called the “product”), such that
(RS)T = R(ST) for any elements in the group. (This only means you can combine R and S
first, as indicated by the parentheses, amd then combine the result with T; or combine S
with T first and then combine the result with R; it mustn’t make any difference — as long
as the sequence of the elements is not changed.) Remember (Book 1) that the operations
may or may not commute, so their order in a product is in general important.

The group of all possible rotations about an origin in 3-space, which is what interests us
in talking about an atom, is not a finite point group: it contains an infinite number of
rotations, through any angle and around any axis in space! Moreover. it is a continuous
group in the sense that two distinct rotations may differ by an infinitesimal angle. The
theory of continuous groups is difficult stuff even for professional mathematicians, but
luckily we can do without it by using what you know about already.

The Hamiltonian operator for a central-field system with its nucleus fixing the origin of
coordinates O is invariant against all rotations about O. If the unit vectors ey, es, e3 define
the x-, y- and z-axes before rotation, then the Hamiltonian for the rotated system will
be set up with reference to a basis € = Re = eR,, where R is the 3x3 matrix describing
the 3-space rotation R. But although the ‘rotated Hamiltonian’ — call it H" —is related to
the 3-space rotation R it’s not like an object that you can move around with the operator
R. It’s really a complicated ‘recipe’, containing partial differential operators and electric
fields etc., and it works on wave functions. All you can say is that H’ is the operator set
up by the same recipe as H but with respect to the rotated basis (€] €, €}); and the same
is true of a ‘rotated wave function’ ¥’. This is so important and general that it deserves
a box:

A ‘rotated Hamiltonian’ H' is an operator set up by the same
prescription as H but in the rotated coordinate frame produced
by the 3-space operator R. The ‘rotation’ induced in the space
of wave functions and operators, by the 3-space rotation R, will
be denoted by Ur. With this convention we can write ¥/ = UgW¥
and H = URHUE for transformations that result from the rotation
operation R in three dimensions

(7.12)

102



Now you know how to define ‘rotated’ operators and wave functions it’s possible to talk
about their properties. If R is a symmetry operation for some object in 3-space (e.g.
an atom or a molecule) then the associated operator of the quantum system, namely Ug,
will transform its Hamiltonian H into H' = URHUTR and if R is a symmetry operation then
H and H' can’t be distinguished: H" = H. Thus H' = URHUTR = H and on multiplying from
the right by Ug this gives UgH = HUg. Thus

The Hamiltonian for a quantum system must
commute with all the symmetry operations.

Consequently, if ¥ is an eigenstate of H with eigenvalue E then after a symmetry operation
HU = EV¥ becomes
URHY = HURY = EURV.

Thus, the rotated ¥, namely W' = UgV, satisfies the same eigenvalue equation as before
the rotation, with the same energy eigenvalue. It follows that

Two eigenstates, which differ only through
a symmetry operation, must be degenerate.

Example 7.4 Degeneracies of Hydrogen-atom eigenstates

Figure 15 showed energy-level diagrams for some s-, p-, d-, f-states of the Hydrogen atom. The energies
of the s-states were calculated in Example 6.4 by solving a differential equation for R(r), the radial
factor in the wave function, which gave the results in (6.10) for values up to n = 4 of the principal
quantum number. The s-state wave functions were spherically symmetrical, being invariant under all
operations of the rotation group. But the wave functions of other states contained angle-dependent
factors and appeared in sets of 3 (for p states), 5 (for d states), 7 (for f states), and so on. The simplest
angle-dependent wave functions are ¥(2p,), ¥(2p,), ¥(2p.) and have the forms

R(ryx z, R(r)x vy, R(r)x =z,

respectively, R(r) being a common radial factor.

From the principles stated (in boxes) just before this Example, it follows that an s state wave function
U, doesn’t turn into anything new after a rotation R: ¥, = RU; = U,. So U, remains an energy
eigenfunction with the same eigenvalue Ey: the set of functions obtained by rotation R contains only one
function, which is said to be non-degenerate. The same is true for other s functions, with other values
of the quantum number n: every set consists of only one eigenfunction and there is no reason for their
energies to be the same.

On the other hand there are three p-state wave functions for any principal quantum number n, the 2p,
function having the form indicated in Fig.17, with ‘partners’ (not shown) having the same forms but
pointing along the other two axes. Pictorially it is clear that these functions behave under rotations just
like the basis vectors eg, ez, e3: rotations through 90° around any of the three axes, for example, send a
function into —1x a function of the same form, which is again an eigenfunction with the same energy
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eigenvalue. More generally, any rotation around the origin produces a transformed function which is a
linear combination of the three 2p functions: thus

Uy, = 1Wa, +mWy, +nWs,

where the coefficients [, m, n are the direction cosines of the rotated x-axis. To summarize, there are three
linearly independent 2p functions, with the same energy eigenvalue F,,, and they may be
combined with arbitrary coefficients to give the most general 2p state, which is said to be
‘3-fold degenerate’.

So far, all seems to be in accord with the energy-level diagrams in Fig.15, but what about
the d- and f-states? — which are not so easily related to the axial directions in 3-space.
For instance, why are there five independent d-functions when we have only three axes
in 3-space? To understand this you need to think more carefully about what the ‘rotated
function” means; the pictures are not always enough. The definition of ¥/ = UrV is
contained in (7.12). When we write Uy, = R(r) x x we're talking about a function of
position and x is the x-coordinate of the point at which it is evaluated. The x-coordinate
of any point P (usually called a “field point”) is the projection on the e; axis of the vector
r which points from the origin to Point P, z = (e{|r). (Remember, from Chapter 2, that
this definition allows for vectors whose components may be complex numbers!)

And now you see that the rotated function W5, will be ¥, = R(r)xa', where 2’ = (€|r).
Note that we're still thinking of the original point P in 3-space, but the rotated function
is built around the rotated basis vector €|. In this way you can rotate any function in any
direction — and you don’t need any pictures to show the ‘shapes’ of the functions. In a
later Example you’ll see how this works for the d-functions; but here we’ll do it generally.

Let W(r) be any function of position, indicated by the position vector r — which contains
the independent variables such as z,y, z. Then after a rotation R the new function, which
will be denoted by RV, will have the same numerical value at the ‘image point P’ (with
position vector r' = Rr) as the original function had at the original point P. In symbols
this says simply that

U'(r") = U(r) or RU(Rr) = W(r).

But this has to be true generally — for any point P — so let’s look at a point with R™'r
instead of r, where the inverse operator R™! takes you to a ‘backwards rotated’ point. The
last result then becomes Ry)(RR™1r) = ¥(R™!r), or

RU(r) = (R 'r). (7.13)

In words, this defines the rotated function as the original function evaluated at the back-
wards rotated field point, allowing one to construct the rotated function however general
the function may be.

Example 7.5 Effects of some particular rotations

A general 3-space rotation changes the basis according to (7.8), where the elements in the first column of
the matrix R express the rotated vector €} in terms of the ‘fixed’ basis (e; e; e3) and similarly for e/, and
ef. Let’s choose R with elements Ry = 1, R13 = 1, R33 = 1 and all other elements zero: this will give
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e] = e, e}, = ey, €5 = e3, which describes (check it!) a rotation of 90° around the es-axis. For the 2p,
function (see Example 6.4) the x-factor will become z’ = (e} |r) = (e2]r) = y) and when this is substituted
in Wy, , with y in place of z, the result is ’me = UrVy,, = Wy, . This confirms what we found in
Example 6.4 using the pictures. Note, however, that the transformation operator has been written Ug —
not just the ordinary 3-space rotation R — because it’s the operator for an operation we’ve invented; like
differential operators (and H in particular) — it works on wave functions in a function space. It just
happens that the space based on ¥(2p,), ¥(2p,), ¥(2p,) is 3-dimensional, but it’s quite different from
the space that holds geometric objects, which can be turned round by using operators like R. That’s why
we give the transformation operator a new name Ug and call it the “rotation induced by R”.

When we pass to the d-functions the dimension of the function space must be changed. In fact there are
five independent d-type wave functions with the same radial factor R(r) and these are usually taken to
have the angle-dependent factors

2 —q? 322 —r? Ty Yz zx

r2 7 op27 0 p27 27

r2

Two of them are shown in Fig.17 for principal quantum number n = 3. How do they behave under the
symmetry operation we used for the p-functions at the beginning of this Example (rotation through 90°
about the z-axis)? From the pictures it is clear that the 3d,> function is invariant, while 3d., — 3d.,
and 3d., — 3d., — are interchanged just like the 3-space vectors e; and e;. On the other hand 3d,,
which is like 3d,, but lying mainly in the xy-plane, is simply multiplied by —1 because the 90° rotation
interchanges the positive and negative ‘lobes’. (You might have expected two more d-functions, with
angle-dependent factors 22 /r? and y?/r2, but three functions containing factors z2, y2, 22 would not be
linearly independent since there is a relationship 22 + 32 + 22 = 72.) You should read again the text
following Figure 17.

The important fact is that the first two of the d-functions listed above are only multiplied by £1 under
rotation through 90° about the z-axis; they do not mix with any of the last three. They remain eigenfunc-
tions of the operator H, with which R commutes, and therefore must have the same energy eigenvalue F3q4
— as long as the symmetry group contains only rotations around the z-axis. And the same is true for the
last three eigenfunctions. However, the full symmetry group contains all rotations around the origin and
in general they mix all five d-functions. Both sets of functions must accordingly correspond to the same
eigenvalue. But if the central-field symmetry is in some way ‘spoilt’ and only the z-axis rotations remain
true symmetry operations, then this will no longer be so: the set-of-two functions and the set-of-three,
slightly changed by the spoilt symmetry, will no longer need to have the same energy. The five-fold
degenerate set of energy levels can in this way be ‘split’ into a two-fold degenerate set and a three-fold
degenerate. This effect is found in practice whenever a free atom is put into a field of lower symmetry,

due for example to neighbouring atoms in a crystal, and is usually called crystal field splitting.

The last two Examples have shown the connection between the degeneracies of the Hy-
drogen atom eigenstates and the central-field (spherical) symmetry of the system. But we
said earlier that even the forms of the angle-dependent wave functions could be derived
using only symmetry arguments. Now we want to show how, but to do this you need to
go a bit deeper into the theory of the rotation group. This is quite difficult so it’s going
into a separate Chapter, which you can try if you're curious, or skip if you want to keep
moving.
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Chapter 8

The three-dimensional rotation
group

8.1 Representations in spin-space

In Chapter 1 we studied the Stern-Gerlach (SG) experiment, using a and [ as basis
vectors in a ‘spin-space’: they stood for states in which the spin component of a particle
was ‘up’ or ‘down’ with respect to a z-axis in ordinary 3-space. (From now on we’ll often
use the term ‘real space’ to stand for the 3-space of our everyday experience.)

We’ve kept that notation throughout: « and 8 represent eigenstates of a spin operator S,
and define an orthonormal basis (the vectors being orthogonal and of unit ‘length’). With
the notation of Chapter 2, where the components of a general vector were first allowed to
be complex numbers, that means

(ala) = (B8) =1, (alf) = (Bla) =0.

The spin operators S,,S,,S, are related to the axial directions in 3-space (i.e. to basis
vectors e, ey, e3) and by considering rotations in space of a physical system we were
able (in Chapter 2) to deduce their commutation properties. Now we must ask how
the rotations affect the spin-space; and to simplify the algebra it’s useful to work with
matrices s,, s,,s,, with s, = 2S, etc. instead of those defined in (7.3). Thus

g — 01 g — 0 —i g — 1 0
- \10)>% \4+« 0 ) 7 0 —-1)’
where the %s have all disappeared (but don’t forget to put them back at the end!).

Example 8.1 Spin-space representations of the rotation group

Any 3-space rotation R will induce a spin-space rotation, which can be described by a unitary matrix ug.
(A lower-case letter u is used for this very basic 2x2 unitary matrix, upper case U being kept for the
general n x n case.) Thus

(aB) = (' B) = (apur,



where the basis vectors before and after the rotation are set out in 1-row matrices.The most general form

of uR is
e — a b
R — —b* q* )

where the two complex numbers, a, b, must satisfy the condition aa* + bb* = 1. This can be checked by
noting that the columns represent vectors of unit length with scalar product a*b — ba™ = 0.

On rotating the system, s;, sy, s, being physical ‘objects’ like the 3-space vectors e;, ez, e3, should behave
in the same way. They may therefore be collected into 3-element rows and will change according to
(remember the new definition of the Pauli matrices, just before this Example)

(SI Sy SZ) - (s/z S;/ S;) = (Sw Sy SZ)URa

where the 3 x 3 matrix Ug is the one that transforms eq, e, e3 under the ‘real space’ rotation R.

In Example 8.1 we defined the basic unitary transformation induced in spin-space by the
physical rotation R in (7.8): it is

(a B) > (& ) = (a B)ug, (8.1)

where ug is the simple 2 x 2 matrix

w5 o) (52)

There are many ways of describing, in terms of matrices, the same 3-space R: each of
them provides a representation of the group of all three-dimensional rotations. The
group is infinite (containing an infinite number of elements) and continuous (for any
given rotation one can find an infinite number of others that differ from it by only an
infinitesimal rotation. The amazing thing is that all different representations of the
rotation group can be obtained directly from the special unitary group (SUG) carried
by the spin states a and ; and that they all have a physical significance in terms of
angular momentum. What we must do now is find how they are related to SUG and
to the group of ‘real-space’ rotations in 3-space defined in (7.8).

Example 8.2 How are the representation matrices related?

Let’s start from (8.1) and take the rotated spin operators one at a time. Remember that ug is the 2 x 2
matrix representing the operator ug which turns s, into s/, according to s, = ugs, and that operations
in spin-space are ‘echoed’ by similar operations involving the matrices. The rotated operator is therefore
represented by the matrix s/, = ugrs,, where s, is the first of the Pauli matrices in (7.3); and after the
rotation the first of the transformed Pauli matrices will be, by (7.11),

r_ T
S, = URSzUR

. More fully the matrix product on the right (work it out for yourself!) gives the result

§ — a b 0 1 a* =b\ ([ ab*+ba* a? — b?
. =b* a* 10 b*  a T\ =2 4+a? —b*a—a*b )
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That’s quite a ‘messy’ result: but as a and b are arbitrary we can choose any numbers we please and
then ask what they mean. The easiest choice will be to make ur diagonal by putting b = 0 and setting
a = e, a general unimodular complex number. The matrix you just found then becomes simply

0 a®\ _ 0 cos 20 + i sin 20
a2 0 ) \ cos20—isin26 0 :

(If you don’t remember much about complex numbers you can look back at Chapter 4 of Book 2.)

The rotated spin operator s, is thus represented by the matrix

;o 0 1
sz00520<1 0

) + 7 sin 26 < (Z) _OZ > = cos20s, —sin20s,,.
Now this corresponds to the 3-space rotation of basis vectors in which

e] = cosde +sindes

and tells us how the parameter # must be interpreted as a ‘real-space’ rotation angle: we must choose
6=—1o.
2

On the other hand the rotated spin operator s; will have a matrix
0 —i 0 —1
! L .
sy:cos%( i 0 )—l—zsm29< i 0 )zcos?@sy—sm%sw

and — simplest of all (prove it!) — s, =s..

The full 3 x 3 matrix for a rotation through angle ¢ around the z-axis is thus, again with § = —%d),
0 cos %¢ 0
R.(¢)=| sing¢ 0 0
0 0 1

All that can be repeated (try it now that you have a model to follow) for a rotation around the y-axis,
which means that e}, = e; and s; = s,. This means, in turn, that the parameters a and b in ur must be
real numbers, since a? + b? = 1. So we can choose a = cos@, b = sinf for any real angle §. And when
you repeat the above calculation you should find

s, =sin20s, + cos20s,,

— where rotation around the y-axis mixes the basis vectors e;, es. The y-axis stays as it was, so s; = Sy;
and finally
s, = cos20s, +sin20s,.

The full 3 x 3 matrix for a rotation through angle ¢ around the y-axis is thus,

cos¢p 0 sing
R,($)=| 0 1 0
—sing 0 cos¢

From Example 8.2 it follows that any ‘real-space’ rotation of a system, through angle ¢
around the z-axis (e3), described by the matrix

0 cos%gb 0
R.(¢) = [ sinj o 0|, (8.3)
0 0 1



corresponds to a unitary transformation of the spin states (a 5) with the 2 x 2 matrix

w(¢) = ( g c(L)* ) . (=€l =72, (8.4)
And a similar rotation around the y-axis will be described by the matrix
cosg 0 sing
R,(¢) = 0 1 0 (8.5)
—sing 0 coso¢

and will correspond to the spin-state transformation with

us(p) = ( _ab 2 ) , (a=cos3¢,b=sinie), (8.6)

It will be noted that the rotation angle in spin-space is only half that in ‘real space’; and
that the rotated spin states (o/ ') differ from those before the rotation only by phase
factors, so their eigenvalues remain :I:%: e.g. under a z-axis rotation

1 1
a—a = efiwsa, B — B = e§z¢5.

We’ve now found a way of getting a 3 x 3 matrix R to describe any ‘real-space’ rotation
R and a corresponding 2 x 2 unitary matrix ug that serves to define the same R. This
tells us how to set up two matrix representations of the three-dimensional rotation
group. To end this Section we need only one more short step: the matrices we found are
very special — they are for rotations around the z-axis and the y-axis — but what about
the x-axis and the infinite number of axes that point in other directions?

Hundreds of years ago the Swiss mathematician Leonhard Euler met a similar problem: If
you have a sphere and mark any point P on its surface, then what is the smallest number
of rotations needed to send P into any other point P’ on the surface? And how can they be
defined? The answer he found was “You need two perpendicular axes and three rotation
angles, («a, 3,7), say”.

Example 8.3 The Euler angles of a rotation

Here we’ll take the z-axis and the y-axis in our coordinate system as the two ‘chosen axes’ and, following
Euler’s prescription, we’ll use the spin-space rotations described by (i) ui(«), given in (8.4), (ii) uz(f),
given in (8.6), and finally (iii) u;(v), again as in (8.4) but with ¢ = . (Note that here o and J are just
rotation angles (not spin states!) and that they refer to axes fized in space.)

The rotation (i), followed by (ii), followed by (iii), will be denoted by R(«, 8,v) and will be described in
spin-space by the product of corresponding 2 x 2 matrices:

u(a, 67 ’7) =up (’Y)llg(ﬁ)lll (a)7

where you read the matrices from right to left, as always, in the order of the operations they represent.
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On putting in the explicit forms and doing the matrix multiplications it follows (if you have the patience
to do it!) that

2

1, 1
e§Z(a =) sin %6 eiz(a +7) cos +

eféi(a +7) cos —eiéi(a =) sin %B )
2

u(a,f,y) = (

In dealing with rotation groups, the matrices obtained in Example 8.1 are usually denoted
by Dy /s(c, 8,7), where D comes from the German word “Darstellung”, for “representa-
tion”, and the % shows that it is carried by the spin states a,, § (with half a unit of angular
momentum). To summarize: with the (2 x 2) matrices defined in (8.4) and (8.6), but
with angles ¢ = a, 7 in uy and ¢ =  in uy, the matrix representing R(«, /3,7) will be

u(a, 8,7) = w(y)uz(B)u (o) (8.7)

and this product now becomes

3@ +7) s 18 —ezil@ =) gy 1
Dl/Q(O‘an’}/) = u(%ﬁﬁ) = ( ‘ f@'(a _ o 2/3 61 '2 o 26 > : (88)

e2 7) sin % e2l(a+7) cos %6
It’s important to note the order of the rotations («,3,7) in defining the full rotation
R(a, B,7) as a sequence of component rotations: the latter appear in reverse order, the
a-rotation coming first (on the extreme right) as in any operator product. This applies
also to the corresponding representation matrix, given in (8.7). The interpretation of the
component rotations must also be kept in mind: the second rotation, through angle g,
may be around a ‘fixed’ y-axis in space (the convention used here), or around a ‘new’
y-axis — in the system after the first rotation, through angle a. You always have to be
careful when using conventions — otherwise you can get into trouble! (At least a dozen
different conventions are used in defining the Euler angles, so if you find different books
seem to disagree don’t worry: decide on one convention and stick to it!) Many authors
rotate the axes along with the physical system, getting different matrices; but — as Euler
showed — it doesn’t make any difference to the final result.

The representation Dy /o, with matrices given in (8.8) is the starting point for generating
an infinite set of other representations, D; with the index j being integral of half-integral.
The next Section will show how.

8.2 The standard representations

Given the two spin-space eigenvectors «, f we can express any vector in this 2-space as
a linear combination 6§ = £« + nf3, where £, n are numerical components. Any real-space
rotation R(a, 8,7) (for short let’s just call it R) then induces a corresponding spin-space
rotation in which the row of basis vectors (a 5) changes according to

(aB) = (/) = (aB)D1ya(R). (8.9)
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The components &, n of any vector 6, carried along with the basis, are then changed as
follows (keep Figure 18 in mind — here, as usual, we're talking about an ‘active’ transfor-

mation):
| (g)%(gi):Dl/z(R)(i)ﬁ (8.10)

where D /5(R) is the matrix defined in (8.8) in terms of the Euler angles of the rotation.
For short, this matrix will be written as in (8.2), being the basic 2 x 2 unitary matrix:

a b
uR:(_b* CL*)’

When the components &, n change according to (8.10), their distinct products €2, &n, n?,
will also be transformed. From (8.10), £ — ¢ = af + bn and n — ' = —b*¢ + a*n and it
follows that

& = (a& +bn)(a€ +bn) = a®€ + b0 + 2abn)
&n — (a& +bn)(=b*E+a'n) = —ab*€* + (aa* — bb*)én + ba*n?
= (<06 + a*n)(—b"€ + a'n) = b2+ a*Z? — 2a" b
— linear combinations of the three distinct ‘second-degree monomials’, €2, &n, n?. If these
monomials are interpreted as components of a vector in a 3-space they will turn into new
linear combinations of themselves when the physical system is subjected to the rotation
R. They will carry another representation of the rotation group. If we denote them by

fi, f2, fs and set them out in a column, as we did with £ and 7 in (8.10), they will
transform under R according to

S i a? 2ab b? fi
fol=1| f5 ]=1| —ab® (aa*—0b*) ba* fa |. (8.11)
f3 fé b*2 —261* b* a*2 f3

Unfortunately the square matrix on the right, although it provides a representation of
the rotation R, does not give us a wunitary representation. However, this is easily put
right. With the usual metric for vectors with complex elements you can confirm that
the columns of the matrix in (8.11) correspond to vectors of unit length, provided you
re-normalize the components by attaching suitable factors. To find the factors you can
do it the hard way, taking each column one at a time for whatever matrix you're working
on (and doing a lot of algebra); or you can do the job generally, for monomials of any
degree N, as in the next Example.

Example 8.4 Representations of degree N

Let’s consider any 2 x 2 unitary matrix (like ug for example) and choose &, as the two elements in any
column. The length? of the vector represented by this column will be 12 = ££* + nn* = 1 for a unitary
matrix. If you take the Nth power of [ this will still be 1, but can be written as a (two-term) Binomial
Expansion (see Book 3) in the form

€ )V = Y W: 3 (5;7'7;')(5\/1%:)

ﬁ

4,4 (i+j=N) 1,5 (i+j=N)
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Next think of the double-index ¢, j as a single label, and call it m, standing for the i-j pair. The result
above can then be written as
S fmbn =1,

m

where f,, is a properly normalized monomial, of degree N, in the variables £,n. The sum over all
components times their complex conjugates is just the Hermitian scalar product of a vector f with itself
— giving its length? = 1. Explicitly, the components themselves are

(&)

and, being associated with the basic unitary matrix ug, they carry a new representation of the real-space

Jm = (Z+JZN)

rotation group — just as in the derivation of (8.11). The representations constructed in this way are
usually taken as the standard representations.

The monomials of degree N in the variables £ and 7, obtained in Example 8.4, can be
written in a more symmetrical form by putting N = 2j5 and defining
gutm)pi—m)

= VG +m)(G —m)! (m=j,j—1,7—2, .. — j) (8.12)

Here the label m runs over values between j and —j, in integer steps, and every monomial
is of degree (j +m) + (j —m) = 2j. There are clearly 2j + 1 terms of this kind and they
will provide a 25 + 1-dimensional representation of the group of rotations. The first one,
with j = 1, is specially important because it shows how the pair (£,7) may be related
to the coordinates (x,y,z), which are the components of a position vector in ordinary
3-space.

At this point it’s useful to summarize what we’ve done:

e We set up a spin-space, with basis vectors a and 3, and described the effect of
rotating the physical system (e.g. a single spin-half particle, moving in a central
field) on an arbitrary vector £« + 3, with numerical components £, 7. With the
3-space rotation R there was a corresponding ‘rotation’ of vectors in spin-space,
described by the 2 X 2 unitary matrix ug in (8.2).

Under the rotation the basis vectors and components are transformed according to
(aB) = (o B') = (a B)ug, ¢ — ¢ = uge,
where the single column ¢ contains the components ¢; = £ and ¢y = 1.

e The rotation in real space is described in a similar way when referred to the 3-space
basis vectors e;, es, e3; the basis vectors change according to

(e1exe3) — (€] €, e5)Ug, (8.13)

(where the 3 x 3 matrix U is unitary so as to preserve orthonormality), while the
components of an arbitrary vector (contained in a single column c¢) change according
to

¢ — ¢ = Ugc. (8.14)
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The elements of the matrix Ug depend on the Euler angles of the rotation and can
be worked out using only real-space geometry.

e What we have found is the connection between the two matrix representations of
the same rotation R of the physical system: one, with matrices Ug, in real space; the
other, with matrices ug, in a strange ‘spin-space’ that we had to invent in order to
describe the behaviour of a certain quantum system (the Stern-Gerlach experiment
in Chapter 1).

e In general we say a representation is “carried by a set of basis vectors” and when the
rotation R carries a set of vectors e; into a set of ‘images’ e, we write € = Re = eR.
Here the bold letters stand for matrices, square for the one associated with the
rotation R and a single row for the basis vectors, with R standing on its right. But
the same matrix describes the set of components (¢;) of any vector carried along
with the basis; and in that case we write ¢ — ¢’ = Re, with the matrix standing on
the left of the column of components. That’s why the monomials in, for example,
(8.11) are collected in columns, being products of the components (£, 7) of a vector
in spin-space.

In what follows, we're going to invent many other ‘strange’ spaces, all of them based on
the sets of monomials defined in (8.11) and with dimension 25 + 1. When j = % we get
the spin-space, with dimension 2j + 1 = 2; but taking j = 1 gives, according to (8.11)
a space of dimension 3 carried by the second degree products of the vector components

(& n):

2 0’
Eu fo=¢&n, fa= E
These are the correctly normalized forms of the monomials used in (8.11) and you can
confirm (do it!) that the labels m = +1, m = 0, m = —1 do indeed correspond to the
m-values used in (8.12).

fia= (8.15)

Just for the record (it’s a lot of work to do it!) you can find the general 3 x 3 matrix
representing the rotation R,g,, with Euler angles «, 3, v for the case j = 1. To get it you
have to express the parameters ¢ and b in terms of the angles (as in deriving Dy /2(Rasy)
starting from the properly normalized form of (8.11). This gives you

%e_"(a”)(l +cosfB) —3v2esin B %e‘i(o‘”)(l — cos f3)
D;(Rap,) = %ﬁe‘” sin 3 cos I6] f%\/ﬁeZV sin 3 , (8.16)
lel@ (1 —cosB) V2 @sinf  Lef @ (1+ cos )

where (reading left-to-right along the rows, but down the columns) the entries are in
descending order of m-values, (m = +1,0,—1). The matrix representing any 3-space
rotation follows on putting in values of the angles, but usually the cases of interest are
very simple, one or two angles being zero.

For example, for rotation through angle v about the z-axis, putting a = g = 0 will give
you all you need to in order to show the properties of the basis. In that particular case, the
first column of Dy (R,g,) will have elements e, 0, 0 and if we denote the basis vectors,
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corresponding to the three monomials in (), by e(ﬂ, e[()l), e(?, the rotated vector Resrli

will be eﬁ X e*”%—eél) X (H—e(_li x 0. In the same way one finds that R leaves e(()l) unchanged,

whilst multiplying e(_li by et (check it out!).
Now, although this is a 3-space, it is not defined using the usual Cartesian basis vectors

(let’s call them, for the moment, e,, e,, e,). In rotation R,(y) around the z-axis, through
angle v, the Cartesian unit vectors change as follows:

€; — C€; + Sey, €y — —S€; + ey, e, — €,

where ¢ = cosy, s =siny. The two sets of basis vectors describe the same ‘real space’
rotation: they carry equivalent representations in which the vectors of each set can
be expressed as linear combinations of those in the other set. You should verify, that they
can be related by

) = —(es +ie)) V2, ef =e., e = (e, —ie,)/V2 (8.17)

Note that the basis vectors are all of unit length, as well as being orthogonal. For example,
(eﬂ]eg) = 2((ey —ies)|(ey +ies)) = 3(1+ 0+ 0+ 1) = 1. (Check this, making sure you
understand every step!) These linear combinations of the Cartesian basis vectors are called
spherical basis vectors. The minus sign in the definition of esg is another example of
a ‘phase convention’: you've met them in many places (often in connection with the
‘step-up’ and ‘step-down’ operators, or because of the difference between right-handed
and left-handed coordinate systems). This choice of phase will be justified later.

As indicated in Item 3 following Example 8.4, the monomials listed in (5.2) are the

functions of the variables (£, 7) associated with the abstract vectors esrl%, e(()l), e(_lf; and the
correspondence in (8.17) applies also to the components of a general vector

I R}
which can also be expressed as
V =V,e, + Ve, +Vee,.

The spherical components of a vector V are thus related to its Cartesian components
by
1 (z +1y) 1 y _ (z—iy)
V= W= v = E
In particular, when the vector V is the position vector of a point, the equations above
give its spherical components in terms of the Cartesian components x,y, 2. But these
components are listed in (5.2) in terms of the variables ¢ and n; and comparison shows
that

(8.18)

E=—(x+iy), En==z  1n°=(@x—1iy). (8.19)

This is the fundamental correspondence we need for getting the angle-dependent factors
in the eigenfunctions of any central-field system, as you'll see in the next Example.
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Example 8.5 The p- and d-orbitals

First look back at Section 6.4, where you met the simplest angle-dependent wave functions for the
hydrogen atom — the p and d orbitals, which corresponded to angular momentum quantum number
L = 1,2, repectively. Remember also how we got the basis functions for a representation of the rotation
group with j =1 =1, listed in (5.2). These are the correctly normalized second-degree products of the
components (£, n), as defined generally in (8.11), and they span a space of dimension 25 + 1 = 3. The
three basis functions in that space are shown again below, with a superscript (I = 1) indicating the orbital
angular momentum quantum number:

2 2

=t = -1

The p- and d-functions given in Section 6.4 were expressed in terms of Cartesian coordinates, which show
most clearly their geometrical forms; but in talking about their behaviour under rotations we have been
using the &, n variables. Now that we know from (8.21) how the two sets of variables are related, it is
easy to express the p-functions listed above in terms of Cartesian coordinates. We simply substitute

E=—(z+iy), =2 n°=(z—1iy)

and find at once

P (= +iy)
+1 \@ ’
él) = %

T — 1y
s = e

What about the d-functions? They were mentioned briefly in Section 6.4 and it seemed strange that only
five of them were needed, although there are six second-degree products of the variables x,y,z. Now
things are clearer.

On putting [ = 2 as an orbital angular momentum quantum number we’ll be thinking of eigenfunctions
that carry the representation Ds of the rotation group. This has dimension 2/ + 1 =5 and from (8.12) it
follows that the monomials f,, of degree 2j = 4 are

&t RS RSUs R n*

ﬁ» f+1_ﬁ7 fo—my —1—ﬁ7 f72:7~

When these are used as basis functions the five of them are sufficient to describe all the transformations
arising from ordinary rotations of the system in three-space. Any other combinations of the five energy
eigenfunctions to which they lead will be redundant (not needed at alll) and may be ‘thrown away’.
The question now is how to find five linearly independent mixtures and to express them in terms of the
Cartesian coordinates. This can be done as in the case of the p-functions. The first one, for example, is

fr2=

o & () (w+iy)? (2 —y? + 2iay)

2ova o 26 26 2V6 ’
while the second is
fo= 0 _(E)En) _ —(atiy)s
+1 3 5 75 .

Example 8.5 has shown how the basis functions for any representation D; of the rotation
group can be obtained in terms of the Cartesian coordinates x, y, z.
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On the other hand, direct solution of the Schrodinger equation, using polar coordinates,
leads to a wave function of the separated form given in (6.13), namely U(r,0,¢) =
R(r)Y(0,¢). In Example 6.4 we found how to determine the radial factor R(r), which
gives the spherically symmetric (s-type) functions with Y (6, ¢) = 1. But now we want to
find the spherical harmonic factors Y (6, ¢) for the p- and d-states.

To express the p-functions, given above in Cartesian form, in terms of the angles 6, ¢, we
need to use (see Fig.16)

xr =rsinfcos ¢, y =rsinfsin¢, z = rcos ¢.
On substituting these values for z,y, z, we find for the first p-function

pl ) sin f(cos ¢ + isin ¢) sin 0(e'?)
+1 = =—

V2 V2

where you’ve remembered that cos ¢ + isin ¢ = €.

This is the spherical harmonic Y;,,(0, ¢) for the wave function with quantum numbers
I =1, m = 1. You can do the same (do it!) for féo) and fﬁll), to obtain the harmonics Y} o
and Yj _;.

More generally, the energy eigenfunctions of the Hamiltonian operator H in (6.1) would
follow as solutions of Schrédinger’s equation (6.2), but in Section 6.4 we didn’t even try to
find the angle-dependent solutions because the operator V2 is too complicated to handle
without knowing quite a lot about partial differential equations. Now, after learning about
the symmetry properties of functions, you know how to do it another way.

Take next the case of the functions fT(,? with [ = 2. They will carry one form of the repre-
sentation Dy, and will serve to describe how the wave functions behave under rotations.
To express them in terms of the angles 6, ¢, defined in Figure 16, we do as we did for the
p-type functions with [ = 1, substituting

x =rsinfcos¢, y=rsinfsing, z =rcost

in the functions fo) and ffl) obtained in Example 8.5: namely

£ (22 — 42 + 2ixy) o —(z + z’y)z.
* 21/6 ’ i V6
In terms of the angles 6, ¢, we have 22 — y> = r?sin”f (cos’¢ — sin®¢) and xy =

72 sin? f(cos ¢ sin ¢); so, if you remember your geometry from Section 4 of Book 2, you
can rewrite these as

22 — y? = r?sin% 0 cos 2¢, zy = 1r?sin® @ sin 2¢

On substituting in fo) this gives
r’szz) = sin? 0(cos 2¢ + i sin 2¢) = sin? fe*®
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and in the same way

r? 4(31) = —sinf(cos ¢ + isin ¢) = — sin e’®.

These functions have ‘partners’, for given |m|-values, obtained by changing the sign of i.

The spherical harmonics Y, (6, ¢) follow on removing the radial factor (r~* or r~2). For
the functions listed above they are
Yio = Nicosb,
le,il = :FNl sin Heﬂ‘z’
Yoo = Ny(3cos’f—1)/2,
Y1 = TFTN2(V3/2)cosfsinfe™,
Yors = No(y/3/8)sin? 02,

where N, Ny are normalizing factors for functions of given [, and are defined generally as

N, = /(2 + 1)/47.

(You needn’t worry about the numerical factors, which just ensure that the angle-dependent
factors in the wave functions give unity when |¥|? is integrated over all values of 6, ¢.).

Note that the wave functions, when written using polar coordinates and the ‘separated
form’ (6.13), are often complex. But the p- and d-type wave functions used in Section
6.4 were p, = f(r)z, p, = f(r)y, p. = f(r)z etc. where f(r) depends only on the
radial distance r. Evidently these Cartesian forms must be expressible as miztures of
the complex functions; and the right mixtures are clear from Example 8.5, where the
Cartesian functions, indeed, appeared first. Thus, as you can easily verify (with a bit of
algebral),

p- = R(r) x Nir¥p

Pa = R(r) x Nyr(=Yan + Ya-1)/V2,
py = R(r)xiNir(Yay + Ya-1)/V2,

dzz = R(T’) X NQT’QYEZ())

dzz,yz = R(T) X N27“2<_)/(2,2) + }/(2,—2))/\/57
dacy = R(T‘) X iNQTQ(_}/(272) + YV(27—2))/\/§7

dy. = (1) x iNor* (Vo) + Yo 1))/ V2,
dy, = R(T) X N2T2<—Yv(2,1) + }/’(2,_1))/\/5. (820)

Here the radial factor R(r) is common to all the wave functions of given type (p or d),
while the angle-dependent factor after the ‘x’ contains the spherical harmonics. But note
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that an extra factor (of r or r?) is present in the p- or d-type harmonics. This means that
the differential equation we solved in Section 6.2, to find the energy levels, will change as
R(r) is replaced by rR(r) or 7?R(r). As a result, the energies of the p and d states will,
in general, depend on the principal quantum number n: only for a strictly Coulomb field
will s, p and d states in the same shell have the same energy (as indicated in Fig.16).
That’s why, in Chapter 6, this kind of degeneracy was called “accidental”.

You may be wondering if the [ and m labels in the angle-dependent wave functions are
{really angular momentum quantum numbers, for which we used L and M in earlier Sec-
tions. In fact they are: there’s a very deep connection which goes down to the roots of
quantum mechanics. It’s worth spending a few pages to bring in one more very funda-
mental idea ....

8.3 The infinitesimal operators

Any rotation can be described as the result of a series of infinitesimal rotations, so it
should be possible to study the rotation group in terms of the infinitesimal operators
which define vanishingly small rotations about given axes.

Let’s take a small rotation, about the z-axis in real 3-space, through an angle d¢. This
changes the Cartesian basis vectors according to

o = O

1 0 0 0
Rz(&b)(el €9 83) = (e1 €9 63) 0 0 + 5@5 1 0 —+ O(5¢2)
0 1 0 0

where O(§¢?) stands for terms of order d¢? and higher, which will vanish when d¢ — 0
and will be thrown away from now on.

The first matrix on the right describes the unit operator 1, while the second describes a
tiny rotation d¢ around the z-axis. The equation may thus be written R,(d¢) = 1+ J¢D,
where D, is the infinitesimal operator represented by the second matrix. Usually, however,
it’s more convenient to work with Hermitian matrices — and we can get one by defining
J. =D, which corresponds to J, = iD,. On doing the same for the other two axes we
obtain three unitary matrices:

1

00 0 1
J.=i|l 00 -1 ], J, =i 00|, J =i (8.21)
0 1 00

o = O

0
0

o O O

These matrices give us a representation of the infinitesimal operators J,, J,, J., so if we
know how they combine under matrix multiplication we can write down similar rules for
combining the operators. We'll try this idea out out in the next Example.
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Example 8.5 Rules for combining infinitesimal rotations

Take the first two matrices in (8.21) and form the matrix product J,J,. For example, the 21-element
will be the sum of products (J;)ar X (Jy)r1 as k runs along Row 2 of J, and down Column 1 of J,: this
gives i? x (024 02+ —1%) = -1 x 1 = —1, so (J,J,)21 = —1 and this is the same as i(J,)2;. But if you
change the order of J, and J, the result is seen to be zero. And if you do all that for all pairs of rows
and columns (you’ll get quicker as you go on!) the result you'll find is that the elements of the difference
J.Jy — JyJ, exactly match those of the single matrix ¢J,:

3.3, -3,3,=iJ..

The Example gave the first of three results which you’ll surely recognise:

3,3,-3,J, = iJ.
J,J.-J3.J, = i,
3.3, -J3.J. = iJ, (8.22)

— they are the commutation rules for angular momentum! But they came out simply
from the properties of ordinary ‘3-space’ rotations and are thus more primitive than
the rules we found in quantum mechanics, using the position and momentum operators in
Schrodinger’s representation. Since the matrices provide a representation of the rotations,
the operators satisfy the same rules:

3, =1, = il
I). =1, = il,
Lo — U0 = 4l (8.23)

Now perhaps you remember from long ago (Book 2, Chapter 4) that infinitesimal rotations
can be combined in an infinite sequence to describe a rotation through any finite angle
¢. Here, at the beginning of this Section, we studied the effect of the operator R,(d¢) =
1+ d¢D, on the basis vectors ey, e, e3. If we divide ¢ into n small steps, ¢ = ¢/n, the
z-axis rotation can be performed as a sequence of n repetitions of (1 — i%Jz. On letting
n — oo, the result will be

R.(¢) = lim <1 - Z%J)n = exp(—i¢J,), (8.24)

n—oo

where the exponential of the operator means the series
exp(—igJ.) =1 —ig). + $¢202 + ... (8.25)

The same argument applies to rotations around other axes and a general rotation, with
Euler angles «, 3, can therefore be expressed in terms of the infinitesimal operators in
the form

R(o, B,7) = exp —iad, exp —if8J, exp —ivJ.,. (8.26)
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The J-operators we're talking about all describe infinitesimal rotations in the ‘real space’
that carries the matrix representation D; with j = 1; and the matrices for finite rotations
can be constructed simply by putting J. and J,, in place of the operators, in the last
equation. The result will be, after doing the matrix multiplications, D1(R,s,) as given in
(8.16).

At first sight it seems strange that so much of quantum mechanics can be obtained just
by thinking about turning things round in ordinary space! So let’s check it out using
the spin-space, with basis vectors a, §. For example, an infinitesimal rotation through

d¢ around the z- axis in real space induces a spin-space rotation in which, according to
(8.16), @ — e ?2q ~ (1—Lidp)a and B — 79923 ~ (14 Lidp) 8. This may be written

(aﬁ)%(aﬁ)[(é (1))+i5¢(_0% f;) +}

— with neglect of terms of order d¢? and higher. Now i times the coefficient of d¢ is
the matrix representing the infinitesimal operator that we have denoted by J,. A similar
analysis applied to the other infinitesimal operators gives the complete set in which

0 —1 19
Jm—>< > J—>( .2 ) JZ—>(2 ) (8.27)
v i 0 0o -1

So now you see the Pauli matrices in a new light! They represent the infinitesimal rotations
in spin-space induced by those in real space around the three coordinate axes. They can

be written
Sl/2 . 1 . J1/2 Sl/2 o 0 _%Z o J1/2 Sl/2 . %Z 0 . J1/2
S o) "= v & o0 ) v T2 0 —5i ) TE0
(8.28)

where a superscript (1/2) has been added to show that the matrices belong to the rep-
resentation D/, associated with a spin—% system. These labels are not always needed,
because the J-operators and their representative matrices have the same commutation
properties (8.23) for all the representation spaces D; (of dimension 25 + 1) to which they

refer.

= O
O NI

= O
o

You should note, however, that the basis vectors which carry the reprentations have
important j-dependent properties. In particular, the real-space rotation R,(¢) induces a
rotation in the space of D;, with basis vectors e%). For rotations through angle ¢ around

the z-axis, the basis vectors of D; are simply multiplied by phase factors exp —ime, the
label m going from m = j down to m = —j: thus, R,(¢) el = exp —imao eld).

On expressing R,(¢) in terms of the infinitesimal operator J, this gives

(1—ig), + ...)eY) = (1 —imo+ ...)e?

and term-by-term comparison of the two sides of this equation shows that Jze%) = me$). In
other words, each basis vector of D, represents an eigenstate of the infinitesimal operator

J. with eigenvalue equal to the state label m. The properties of the J-operators seem to
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be just the same as those of the angular momentum operators, studied in the first three
Examples of Chapter 6, where they were denoted by L,,L,, L, with M as the eigenvalue
of L,. But here the values of the index j include j = %, corresponding to spin angular
momentum.

We can continue by looking at the effect of rotations about the other two axes; and those
of the corresponding rotations induced in the space of D;. It’s a fairly long story, but the
results are easily summarized: the infinitesimal operators J, and J, work on e to give

mixtures of the basis vectors ‘on either side’ (with m — m £ 1).

In full
e = LG +m+1)(G—m)]Y%el, + 1[G —m+ 1) +m)] V%) |
Jed = L[ +m+ 1) —m)]Y2%eD,, + Lil(j —m+1)(j +m)] V2l |

and this is true whichever representation space we're using (which is why the J-operators
have not been given a superscript j).

It is also possible to define operators with simpler properties, namely J* = J, +iJ, and
J= = J; —iJ,. These ‘shift operators’ are like the step-up and step-down operators in
Chapter 6: they act on e%) to shift the basis vector into the one with index m — m + 1.
Thus

. 1 .
D) = [ +m+1)(G—m)ze),,

. 1 .
37D = [(G—m+1)(j+m)2e? .

You're probably beginning to guess what comes next.

If you set up an operator J*> = J 2 +J 24 J? it will turn out to behave just like the angular
momentum operator L%. In fact the basis vectors of the representation D; are eigenvectors
of both J, and J?

Pe) =i+ 1)e9), e =med (m=jj—1,..—7). (8.29)

The remarkable thing about all this is that we’ve not done any Physics! It all came out
of a study of rotations in ordinary 3-dimensional space and the results were derived using
only geometry!

To end this Chapter let’s go back to the central-field problem and the Schrodinger equa-
tion.

8.4 The connection with Physics

When we first worked on the central field problem, in Chapter 6, we were using Schrédinger’s
representation in which the state of a 1-electron system was described by a wave func-
tion; the dynamical quantities were represented by differential operators, acting on the
independent variables in the wave function (usually the Cartesian coordinates of the elec-
tron’s position); and the eigenstates of definite energy were found by solving Schrédinger’s
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equation HV = EWU. We've come a long way since then, moving towards a more general
approach in which the abstract relationships among the operators became all-important.
But in the end we usually have to come back to Schrodinger’s formalism in order to
calculate wave functions and all the observable properties they can give us.

The first step towards this end is to connect the more abstract geometrical ideas, developed
in the last two Chapters, with Schrodinger’s formalism. The most basic ideas relate to
the invariance of an isolated physical system, and its properties, when it suffers a spatial
displacement of some kind. A [linear displacement, in which all points in the system are
translated by the same amount in the same direction, has no effect — because all positions
in space are equivalent; and a rotational dispacement has no effect — because all directions
are equivalent and simply turning something round does not change its internal structure
in any way.

First let’s deal with translations, using D, for the operation of displacing the system
through a small amount dz in the x-direction. We know from (7.13) how the wave
function must be transformed when the system moves to its new position: ¥ — W' = UW¥
where U is a unitary operator and can be written U = exp ¢D in which D, is Hermitian.

(Remember, this follows because the normalization of ¥ mustn’t change, so (¥'|¥") = (UP|UT) =
(U|UTUW). This reduces to (¥|¥) when

UTU = exp —iD] expiD, = expi(D, — DI) = 1.
— which is satisfied when D, is Hermitian.)

On expanding the exponential, only up to the term in dz, we find

U~ (14iD,)¥(z,y,2) =V(x,y,2)+iD,V(z,y,2)
ov
= U(z,y,2)+ iV (r —dz,y,2) = V(x,y,2) — idxa—,
x

where D, acting on the function is equivalent to the inverse operation applied to the
variable, as shown in (7.13).

In other words, going to the limit as doz — 0,

10V
D,¥=—-——.
1 Ox
But this is just the recipe for getting the effect of the momentum operator p, when it
works on ¥(z,y, z) and we can therefore write
10
i 0x

and the same argument applies when z is replaced by y or z.

D, = ps (8.30)

The Hamiltonian for the translated system is also invariant, which means that
UHUT =H, or UH = HU.

And the commutation of H with the operators describing translation of the system through
space tells us that the momentum components (p,, py, p.) can also have definite values in
an eigenstate of the energy.
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What about rotations in space? In the next Example we’ll find that similar arguments
apply.

Example 8.6 Connecting infinitesimal rotations with angular momentum

When the ‘displacement’ of the system is angular we must look at the effect of rotation around an axis.
We'll take rotation through angle ¢ about the z-axis, calling it R, (¢) and ask how the components z,y, z
of the position vector r = xe; +yes + zes change in the rotation. For real Cartesian basis vectors we know
that (see for example (8.3)) r — r’ = eR, where R is the square matrix describing the rotation R, ().
Thus

€] —~ €] =ejcosg+exsing, ey — e, =—e sing+eycosd, €5 — es.

Now the ‘rotated function’, according to (7.13), is obtained from the original by changing the argument
r to ¥ = R™!r for the ‘backwards rotated’ field point, r' = z'e; + y'es + 2’es; but it’s easy to show that,
for real Cartesian basis vectors, the coordinates follow the same transformation law as the e-vectors. It
then follows that

R.()V(x,y,2) =¥(z',y, 7)), with 2’ =xcos¢+ysing, oy =—wzsing+ycosep, 2 — z.

If you substitute these values into ¥(z’,y’,2’) and go to the limit where the angle ¢ is infinitesimal (so
that cos ¢ — 1, sin ¢ — @) you’ll see that, to first order, 2’ =z +yp =x+dz and ¢/ =y — z¢ = y + dy.
You can then go ahead as in the case of translation operations (just before this Example), making a
Taylor expansion up to first order in dz = y¢ and dy = —x¢, and you will find in the limit

v U
R-(6)U(z,y,2) = U(a,y,2) + (wgm - mgy) .

Example 8.6 has shown that an infinitesimal rotation of the physical system, in real space,
induces a corresponding rotation in wave-function space, which can be written as (don’t
forget that —i = 1/i!) R,(¢) =1 —i¢L, where L, is used to denote the operator

L9 9
2y oy y@x ’

The symbol L, has been used for the infinitesimal operator, previously denoted by J,,
when it refers to a function space with index 2j as an even integer. The operator L. is
evidently the one associated with the z-component of orbital angular momentum R, (o)
in Schrodinger’s representation. If equations (8.30) and (8.4) look a bit odd it’s because
you've forgotten that we've been using dimensionless units (‘atomic units’): L, is an
operator for angular momentum, with the same physical dimensions as Planck’s constant
of action A, so if you want to put the units back you should replace 1/i in (8.4) by h/i.
(Check that this is true in (8.30) also.)

All the operators introduced in this Chapter have their origins in geometry alone! The
amazing thing about them is that they have all the properties of the operators we’ve been
using in Schrédinger’s form of quantum mechanics. What we’ve discovered is this:
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Whenever a physical displacement of a system leaves its
Hamiltonian unchanged, it means there is a corresponding
operator that commutes with H. When the displacement is
simply translation through space, the operator describes a
linear momentum; when it is a rotation in space, the
operator describes an angular momentum. In both cases
their eigenvalues may be ‘constants of the motion’.

(8.31)

So what are the ‘new’ operators (like L,, L,, L, — or even p,, p,, p-) that came out from our
study of geometrical operations in ordinary 3-space? They really are exactly the same
differential operators we’ve been using in quantum mechanics!

Chapters 6 and 7 exposed many of the general features of central-field systems, in par-
ticular those that arise from the commutation properties of the Hamiltonian operator H
and the angular momentum operators L? and L.

The present Chapter 8 has concentrated on the symmetry properties of systems that
are invariant under all 3-space rotations around one fixed point (e.g. the nucleus of a
central-field system). The rotations form a group and the infinitesimal operators J,, J,, J,
have been shown to have the same commutation properties as angular momentum opera-
tors in general. In particular, J? = Jfﬁ—Jj—i—Jg and J, — associated with rotation operations
in ordinary 3-space — behave just like L? and L., which are differential operators working
on Schrodinger’s wave functions. And finally we found the connection: with the abstract
operators (for which we used symbols alone, with certain rules for combining them) we
often find many ‘realizations’ in which the symbols stand for definite mathematical
operations (such as differentiating functions of variables, or moving vectors in space).

You’ve now seen how Schrodinger’s differential operators provide just one way of describ-
ing the abstract angular momentum operators; algebraic operations on the monomials
given in (8.12) provide another. And the algebraic approach is more powerful because it
allows for the presence of spin. When j is a whole number the J-operators behave exactly
like the orbital angular momentum operators, being expressible in terms of differential
operators and working on functions (of x,y, z, or r, 0, ¢). In that case we simply re-name
the operators J?,J, as L?,L, and their eigenvectors as eigenfunctions. In that way we
found the spherical harmonics Y,$P(9, o)

But when j is half an odd integer, like %, there are no differential operators and instead
we must fall back on the algebraic approach. In fact, that’s the way all the properties of
angular momentum have been derived in earlier Sections; and when you deal with many-
particle systems like atoms and molecules (Book 12) you’ll have to think about angular
momentum coupling, where two kinds of angular momentum are combined into one
total angular momentum. You had a first taste of all this in Section 2.2, where the spins
of two particles were coupled to give a resultant total spin, but now you’ve built up most
of the mathematical ‘machinery’ for dealing with real many-electron systems. It remains
only to put the ‘finishing touches’ to what you’ve done so far.
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Chapter 9

Finishing touches —the Dirac
formalism

9.1 The bra-ket notation

Apart from his formulation of the Uncertainty Principle, little has been said about Werner
Heisenberg though he was one of the founders of quantum mechanics and played a key
role in its development. He believed that the theory should be based purely on observable
quantities, such as energy states, thus excluding Bohr’s electron orbits and Schrodinger’s
wave functions. By setting out the observed energies, E;, Es, Ej3, ...,of the H atom elec-
tronic states, along the diagonal of a square table of values, and the transition energies
E;; = E; — E; at the intersection of Row ¢ and Column j, he could collect all the ob-
servable values in one place. Such a table is a matrix (as you now know, though the
physicists of the day knew little about them) and Heisenberg began to argue with them
in his matrix mechanics. Max Born (1882-1970), with a young collaborator Pascual
Jordan, saw what Heisenberg was trying to do and put his attempts on a mathematically
sound basis. Their resultant paper “On quantum mechanics”, along with its sequel by
Born, Heisenberg and Jordan (published in 1925), showed that different formulations of
the theory were mathematically equivalent; that what really mattered were the abstract
commutation relations.

At the same time there appeared a publication by a young Englishman, which led to
exactly the same conclusions. Paul Adrian Dirac (1902 - 1982) made many great contri-
butions to quantum physics: four years after his 1925 paper he published a first version
of his famous book, “The Principles of Quantum Mechanics”, in which he invented and
used a highly original formalism to establish all the basic principles of the subject. In
later editions he completed his development of quantum mechanics. Dirac’s notation is
now in almost universal use. Here we’ll try to introduce it in the simplest possible way
by summarizing and re-writing what you should know already.

In Chapter 1 we first used a state vector ¥ = cia + ¢ to indicate a ‘mixture’ of two
possible states of definite spin S, = :I:% (‘up’ or ‘down’), the numerical coefficients indi-
cating their relative probabilities (|c;|?, [c2|?). In Chapter 2 this picture was generalized
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to a system with an observable, A say, which could take many possible values, by writing
the state vector (the name we’ll normally use) as

U =cie; +coey+ ... +cpen+ ... (9.1)

— a linear combination of possible states in which the basis vector e; symbolized the
state in which A would have the definite value A;. Dirac would have written this state
vector as

W) = 1|1) + 2]2) + ... +cpln) + ...
where the pointed bracket ‘| )’ reminds one that we’re talking about a state vector, the
space inside holding the name of the state or at least the index that labels it.

Here, when we're talking about Schrodinger’s wave functions, expressed as linear combi-
nations of basis functions, we’ll write instead

’\Il> :Cl|¢1> +02|w2>+ —|—Cn|1/1n>,+ (92)

where the basis of this function space is usually infinite, though again only the first n
members are shown.

As in Chapter 2, we also define a Hermitian scalar product. With Dirac’s notation,
(U|0") = (V|W)* for any two elements W, ¥’ of the space. This is generally a complex
number, but becomes real when W' = ¥ and gives the square of the ‘length’ of the vector.
Any vector may be multiplied by a number ¢, in general complex, and it should be noted
that

(UleW’) = c(U|0'), (cU|W') = (TP, (9.3)
where the first form applies when the ¢ appears in the right-hand vector of the scalar
product, but the second when it appears on the left.

The whole set of scalar products, for all pairs of basis vectors, determines the metric
of the space, usually collected in a square matrix M with elements (Dirac notatation)
M;; = (i|j). Normally, the basis is chosen to be orthonormal: in terms of the convenient
‘delta symbol’ this means

(il) = 0ij, = 1 (i = j), = 0 (otherwise), (9.4)

which makes M into an infinite unit matrix and greatly simplifies the formalism.
The length? of the vector (9.2) is then

U = (U|0) =) ceililf) =D e,
i i

where the coefficient that comes from the left-hand vector in the scalar product is the one
that carries the ‘star’ according to (9.3). The length of any vector is thus sure to be a
real number.

Dirac had the bright idea of looking at both vectors in a scalar product as independent
elements, writing (V|U) = (V| x |¥) where

D) = eq|1) + c2]2) + ... +¢5]3)-..
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is called a “ket vector”, while
(W] = e (1] + (2| + ... +cG (]

is a “bra vector”. When the two are put together they make the “bra-ket” which is a
scalar product (a single number). Note that the bra vector carries the ‘starred’ (complex
conjugate) components and is often said to be the ‘dual’ of the corresponding ket vector.
Note also that the components themselves may be written as scalar products: taking the
scalar product of any vector |¥), with (j| from the left, gives

(i|V) = ¢;(jl7) = ¢, (9.5)

— since only the jth term remains when the basis is orthonormal.

The notation is easily extended to operators and their matrix elements. Thus, an operator
A can be represented by a matrix A, with elements

where Dirac notation is used for the bra and ket vectors and the second vertical bar is
put in just to separate the three parts (vector|operator|vector).

When operators are applied in succession, C = AB, the product C is represented by the
matrix C with elements C;; = >, A;;,By;, which becomes in bra-ket form

(@IClj) = D _(ilAlk)(k[BLS).

k

Clearly, even the ‘ket-bra’ product |k)(k|, can be given a meaning:
|F) (kW) = [k) x ((k[¥))

and is therefore a vector in the ‘direction’ of the kth unit vector |k) with numerical
coefficient ¢, = (k|¥) i.e. it is the k-component of |¥). This result may be written

Pi[¥) = cilk), (9.6)

where Py, is a projection operator, as first used in (2.2) of Chapter 2. If we project all
components out of any given vector |¥) and add the results we get back the whole vector.

In other words
D P[T) = (Z Pk) W) = [¥),
k k

which means

> Pe=1, (9.7)

(all k)

Here | is the unit, or identity, operator which doesn’t change anything and may often
be replaced by 1.
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The property (9.7) is very useful: for example, the matrix representing an operator prod-
uct ABC has an ij-element (¢|ABC|j) but an identity operator >, |k)(k| (with any index
k, as long as it runs over all basis vectors) may be inserted between any two adjacent
factors to give

(il ABClj) = ) _ (il Alk) (k[BI1){IIClj)-

k1
In this way the ‘chain rule’ for getting matrix products is automatically respected.

The eigenvalue problem for a harmonic oscillator (see Section 4.4) provides a simple ex-
ample of the use of Dirac notation. This approach leads directly to the ‘matrix mechanics’
of Heisenberg, Born and Jordan.

9.2 Heisenberg’s ‘matrix mechanics’

As in Example 4.6, which you may want to read again, the eigenvalue equation HV = EW¥
for the linear oscillator contains the Hamiltonian H = (1/2m)(p? + a?x?), where the
constant o = mw, w being the angular frequency predicted by classical physics.

Here we’ll start again from the beginning, supposing only that the position and momentum
operators satisfy the commutator equation

xp — px = (ih)l.
Let’s write 2mH in the form
2mH = p? + m*w?x? (9.8)
and ‘factorize’ it by defining a new operator 7 and its adjoint 7

n = (p+imwx)/V2mhw
n = (p— imwx)/V2mhw. (9.9)

The product nn' doesn’t give exactly the Hamiltonian 2mH but it follows easily that

hwmm' = H—21hwl.  (A)
fwn'n = H—i—%hwl. (B)

(look back at Example 4.6 if you need to) and that there is a new commutation rule —
which will be needed later:

n'p—m' =1 (O)

From (A) and (B) it follows that 7 and n' have properties similar to those of the ‘step-
down’ and ‘step-up’ operators L~ and L* used in Example 6.1 (read it again if you need
to). In fact, supposing |E;) to be an eigenket of H with energy E; and writing it on the
right of all terms in (A) you easily find (do it!)

H(n|E:)) = (E; — hw)(n| E;)). (9.10)
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This shows that n|F;) is an eigenket of H, but with energy reduced by an amount hw, to
E; with j =i—1. Starting instead from (B), and making similar steps, the corresponding
result is

H('Ei) = (B + hw)(n'|E7)), (9.11)

which shows that n'|E;)) is an eigenket of H, but with energy stepped-up by hw, to E;
with j =i+ 1. Now it’s possible to find the matrices to associate with all the operators.

Example 9.1 The matrix representation

To construct the representation we need an orthonormal set of basis vectors: the eigenkets |Ep), |E1), ... |En), ...
are orthogonal for different values of the integer n, as they belong to different energy eigenvalues (see
Section 4.7) but they have not so far been normalized. To normalize the vector |E,) we need to know
the square of its length, (E,|E,), so as to get a normalizing factor ¢ = (E,|E,)~'/?: for then 1, will
be normalized, even if |E,) is not.

It will be enough to look at two neighbouring kets, with eigenvalues F, 1 and E,. If we apply the
step-down operator to |E,), the result will be n|E,) = c,|F,—1). But with Dirac’s conventions the
corresponding bra-vector will be (E,|n! (write the two factors in reverse order, taking the adjoint of each)
and their scalar product will be (E,|n'n|E,) = ¢}, cp(En_1|En_1) = |cn|? — where the E,,_; eigenket has
been taken as normalized.

Now from the property n'n = H/(hw) — 3 (see (A) just before this Example), along with the result we

already found, that H|E,) = (Ey 4+ nhw)|E,), it follows that
<ETL|77T77|E71> = (En|(H/hw) — %|En> =(n+ %) - % =n.

Putting it all together we see that c,n is the correctly normalized step-down operator, which leads from
|E,) to |E,—1) without spoiling the normalization. Consequently n|E,) = \/n|E,) and the nn-element of
the matrix H will be E,,, all off-diagonal elements being zero , In obtaining this result we discovered that
ntn had another important property: its expectation value in any eigenstate of H is (E,|n'n|E,) = n and
is thus a ‘counting operator’. When applied to any eigenket |E,) it gives the number of energy quanta
(hw) in that eigenstate. Like H, N is represented in this basis by a matrix with non-zero elements only
on the diagonal, all others being zero. It is often called the number operator: N = nf7.

On the other hand, the ‘step-down’ equation n|E;) = \/n;|E;—1) shows that the ji-element of 1, namely
(E;|n|E;), is 0 unless j=i-1, and is then \/n;. And in the same way (n'|E;) = (E; + hw)(n'|E;)), shows
that the ji-element of n', namely (E;|n'|E;), is 0 unless j=i+1, and is then \/m;11.

These results are enough to give the matrices that represent all the operators.

Let’s now write out the matrices associated with all the operators, using the results above.
The nth diagonal elements of the matrices H and N, associated with H,N, are clearly
H,, = E, and N,, = n, where n = 0 labels the first row and first column. With an
obvious abbreviation, we write

H = diag (Fo By By ... E,...) N=diag(012...n...), (9.12)

where only the diagonal elements are shown.

The non-zero elements of the matrix associated with the step-down operator, 7, appear
only in positions with row-column indices (n — 1,n), where n labels a diagonal element;
and similarly those for the step-up operator appear only at points (n + 1,n). From the
results obtained in Example 9.1, it follows that
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n—

0
V2
g . (9.13)
0

oo O o O

0 0
0 V1
V3 0
0 0
0 0

0
0

V2
0
0

S O O O O

0 0 0
0 0 0
0 .. ; 0 0
vi .. V3 0
0 0 V4

From the definition of the operators n and 1 at the beginning of the Section it follows that
they determine also the matrices x and p associated with the position and momentum
operators x and p. In fact, as (9.9) shows, taking the sum and difference of the matrices
in (9.13) should give (apart from a numerical factor in each) the matrices representing p
and x, respectively.

Let’s therefore write the results below, with p on the left and x on the right:

P x
ZC Cx—
0 —v1 0 0 0 0
V1 V2 0 V1 V2
-3

0
0 0
0 V2 0 0 .. 0
0 0 V3 0 =4 ... |’ 0
0 0 0 \/Z 0 0

5 ©

V1
0

V2
0
0

0
0
V3
0
v

(9.14)

If you look back at (9.9) you'll easily be able to identify the constants C, and C,. But why
did we slip in the i = /=17 It was done simply because, without it, the matrix p would
have been real and antisymmetric — while all the matrices associated with observables
have been supposed Hermitian. By adding a ‘phase factor’ ¢ in the definition of 7, and
of course —i in its adjoint 7', this convention is respected; and it doesn’t make a scrap of
difference to the properties of the operators (e.g. in x —in’ = nn')!

Perhaps it may seem that the Dirac notation wasn’t really very useful; after all, you
could have got the same results without all those kets and bras (just as Heisenberg, Born
and Jordan did). But its advantages become more obvious when we start thinking of
continuous variables, that can take any values — not just those that are discrete and
‘quantized’. In that case we can no longer even write out the matrices!

9.3 Generalizations. Observables with continuous
values

When we first passed from state wectors to state functions by introducing the wave
function V(x) we took the first big step in going from quantities (X, say) that could
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take only discrete ‘quantized’ values (Xi, Xs, ... Xj, ....) to those that could take any
values — even in the whole range —oco to +oo. We did it in Section 3.2, where X}, (we
used xy) stood for the kth value of the x-coordinate of a particle’s position: to describe
the ‘state’ of the particle, when we're not sure where it will be found. We divided the
whole range into tiny intervals (xy, x; + 0) and used py, for the fractional number of times
ng/N we find it there in a long series of N observations. The corresponding state vector
is indicated by

U = c1€1 + Cco€9 + ...CL€L .... = E Cr€k,
k

where the component ¢, is chosen to make p;, = |ci|? (allowing the components to be real
or complex numbers) and the basis vectors are supposed to be orthonormal, fixing the
metric of the space to make the squared length of ¥ a real number:

P = feal o+ leal + el = 3 leel” = Y
k k

To be sure the particle is somewhere along the x-axis the vector must be of unit length,
> & Pr = 1, corresponding to certainty. The vector is then normalized. In Chapter
3 (Example 3.1) we noted how this condition could be expressed when the variable x
could take continuous values. The probability of observing the particle in the kth interval
then becomes |¥(xy)|?d, where |¥(x;)|? is a continuous function of x evaluated at point
xr = x;, and is called a probability density; it is a probability per unit range of x and
thus gives the probability of the particle being within the interval when multiplied by the
0. In calculus notation, 6 may be replaced by the differential dz and the normalization
condition Y, pr, = 1, for a variable with discrete values, will be replaced by [ p(z)dz = 1,
where the definite integral (see Book 3) is taken over the whole range of  values — even
when not shown. In terms of the wave function, the correspondence is thus

W=l o |\If|2:/|\11(;1:)]2d:c. (9.15)

In other words, to pass from discrete values of a vector component (c) to continuous
values, we treat the function value U(z) as a ‘continuously variable component’ of the
state vector, with z playing the part of the label k£, and summation over k being replaced
by integration over x.

This idea can be used more generally, as the next few Examples show, when we express
the eigenvalue equation in Dirac notation.

Example 9.2 Schrodinger’s equation in Dirac form. The problem

In abstract form, the energy eigenvalues for the stationary states of a system follow from the operator
equation HV = EV, where H is the Hamiltonian operator which in some way changes the state vector ¥
into a new vector ¥’. (You can think of this as some kind of ‘rotation” ¥ — ¥’ —pointing in a different
‘direction’ in the vector space.) When the equation is satisfied, the new vector doesn’t change its direction
but only its length — being multiplied by a real factor F, which is one of the eigenvalues. In Schrédinger’s
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formulation of quantum mechanics, ¥ = ¥(z) for a particle moving along the x-axis; and H is represented
in terms of position and momentum operators x, p (see the Examples in Chapter 4).

In Dirac notation the equation to be solved would be written as H|¥) = E|¥), but this doesn’t help
much until the symbols are given some meaning. Schrodinger did that by interpreting ¥ as a function of
position (z) and expressing H in terms of the operators listed in (3.16). If we write ¥(z) = (z|¥) (Dirac
notation!), thinking of it as a sort of ‘x-component’ of the state vector, the normalization condition (9.15)
contains

(W) = [ (Wlo)(alw)d.

(Think about this for a minute or two! If (z|¥) means the ‘x-component’ of ¥, labelled by the continuous
variable z, then (¥|z) means its complex conjugate (¥ (x)*) and the whole expression, with the integration
over z, gives the squared length of the state vector ¥.)

But how can we deal with the eigenvalue equation H|¥) = E|¥)? If the vector ¥ had a k-component,
along the basis vector e of a finite dimensional space like the ones we’re used to, then the components
would be collected in a column of numbers ¢ and any rotation of the vector, ¥ — ¥’ = HW¥, would
be described by a square matrix H. The eigenvalue equation would then become a matrix equation:
Hc = Ec or in terms of components

> Hjper = Ec;  (allj).
k

In that case there would be no difficulty in using Dirac notation: every element of the matrix H involves
two components (indices j, say, for the row, and & for the column). The jk-element could then be written
H,;, = (j|H|k) and the matrix representation would become

> GIHIE) (k) = E(j|¥)  (all j),
k

where there is one equation for every j-component (giving a big set of simultaneous equations).

The trouble is that we don’t know how to deal with the case in which the components are labelled by
continuous variables — on top of which the number of equations is infinite and even uncountable!

For a continuous representation, in which the ‘components’ of ¥ are written in the form
(k|W) with the row index j replaced by a variable such as z, we might guess that the
eigenvalue equation would be written

/<$\H|x')dx’<x’|\lf> = E(z|V), (9.16)

in which the two values of the variable, x and z’, replace the row- and column-indices, j
and k. The two-variable matrix element (x|H|z’) is called an “integral kernel” and (9.16)
an integral equation. How can we make sense of this equation — which looks so different
from the Schrodinger equation we’ve been using so far?

The form used so far has been simply HV(z) = EV(x), where H stands for a differential
operator:
H— —(h*/2m)d?/da* + V().

There is no difficulty in expressing W(z) in Dirac notation as (z|¥), but how should
we interpret the left-hand side of (9.16)7 The potential energy function V' (z) simply
multiplies (z|¥), whereas the corresponding term in (9.16) would be written as

[Vl @),
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which contains an integration. It seems, in fact, that no integration is needed: for example
the operator V leaves the function (z|¥) unchanged, multiplying it only by the PE V (z).
In other words, the term VW(z) (Schrédinger form), or [ V|z/)da/(2/|¥), as it appears
in (9.16), is equivalent to V(z)(x|¥): the integration over z’ is ‘cancelled’ and the new
variable 2’ is set equal to x.

There’s a neat way of expressing this: we invent a new function d(x — 2’), called the
“delta function”, with just the property we need. It is defined by

/ 5z — ') f(2)da’ = f(x) (9.17)

and it acts on a given function f(z) by changing the variable x to a new variable z’, and
then integrating over the whole range of interest (even for all 2’ between +o0, to give you
back the function you started from! It must have a very sharp peak when z’ — x, must
fall rapidly to zero outside the peak, and must be normalized so that

/ Sz — o) f(2)de ~ f() / §(x — 2')da’ = f(x).

(Here f(«') varies only slowly compared with 6(x — z’) in the region of the peak.) Pro-
fessional mathematicians try not to use the delta function but it’s a convenient way of
avoiding difficult analysis. (And you’ve already met similar functions in Chapter 5 (e.g.
in Example 5.2), so you know they exist!) A rigorous analysis gives at least one concrete
example of a function with the properties we need: it is

1ot
d(x) e dk, (9.18)

T or

—00

where k and x are any real variables lying in the interval (—oo, +00). But the ‘equality’
applies only when each side multiplies a well-behaved function f(x) and is followed by an
integration over the whole interval.

Thus, we can say (on replacing x by x — z’) that

1 [t /
/5(m — 2')da’ eF@=) qda’, (9.19)

:% N

All this just confirms what we could have guessed already: that when an equation, in
a discrete representation, contains a ket-bra factor such as such as |k)(k|, summed over
all k, this factor is a representation of the identity operator | and may be removed; and
that a similar interpretation is valid even when discrete indices are replaced by continuous
variables.

To summarize, the two integral kernels (x|V|z’) and (z|T|z’), which together make up
that for the Hamiltonian (z|H|z’), take the delta-function forms

(x|V|zy =V (x)d(x — 2'), (z|T|z') = —;—m% é(x — ). (9.20)
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Before ending the Section, we should check that on using these forms in (9.16) we get
back the usual Schrodinger equation in the x-representation.

Example 9.3 Is the recipe correct?

It will be enough to look at one of the kernels in (9.18). Let’s take the one that looks more difficult —
the one that should give the effect of the kinetic energy operator. When T works on the wave function
U(z), or in Dirac notation (z|¥), it should be equivalent to differentiating twice with respect to x and
multiplying the result by —h2/2m.

Operating with T on the state vector |¥) will give a new ket, T|¥), represented by the function (‘z-
component’)

([ TIW) = / (e Tla") (&' [ W) da’ = — (2 /2m) (2 /da?) / A5z — ') (& T),

where the operators work, as usual, in the order right-to-left. The delta operator works first, its property
(9.17) giving [da’d(x — ') (2’| ¥) = (z|¥). And you are left with

(@[ TI0) = —(1?/2m)(d? /da?) (x| ¥).

So writing the Schréodinger equation as an integral equation, with suitably defined integral kernels, con-

firms that it simply reproduces the differential-operator form.

Of course, that’s no big deall — getting back what you already know, with a different
notation. But in the next (and last!) Section you'll find something quite new — the p-
representation, in which the roles of the momentum and position operators p and x are
reversed (a possibility we noted in Section 4.1).

9.4 The p-representation: momentum space

Suppose we want to change from one ‘language’ to another e.g. from one in which the
coordinate operators x,y, z are represented by the multipliers z, y, 2, to another in which it
is the momentum operators p,, py, p- that simply multiply by the corresponding variables
Dz, Py, P This means using transformation theory and it can be done very conveniently
with Dirac notation.

In this Section we’ll take the simple case of a 1-dimensional system, a particle moving
along the x-axis. And, as usual, we’ll use just p for the momentum variable p,, as there’s
only one. Remember also that most of the work we need to do has been done already in
earlier Sections: you know about basis change (see for example Sections 7.1 and 7.2) and
how all your equations change if you decide to set up and use a new basis. So here we’ll
start by just reviewing things briefly and changing the notation a bit.

The state vector ¥ is something ‘physical’, which doesn’t depend on how we describe it.
But now we’re using Dirac notation we’ll keep it as a label for the corresponding ket or
bra, |¥) or (V|. The basis vectors, which we've often called e;, ey, ...e;, etc. will now be
called 91, 19, ... 1;, etc., and will also serve to label the corresponding ket and bra vectors,
e.g. |¢i), (¥i]. The components of |¥), relative to the basis vectors |1;) will thus become
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(1;| W), replacing the ¢; in the expansion ¥ = ¢y1)1 +cotho + ..., as used in earlier chapters.
The matriz elements, relative to this basis, of an operator such as H will now be written
(¢i|H[v;) — a two-index quantity, corresponding to the row (i) and column (j) indices of
an element of the square matrix H.

To pass from the basis (¢1, 1, ... %;, ... ) to a new basis 1 = (¥1, 1o, ...1;, ... ), the new
vectors must be related to the old: thus, for example, the new vector 1; will be a linear
combination

U = Z%‘Uju (9.21)

where Uj; is the ji-element of a square matrix U, whose columns contain the expansion
coefficients of the new vectors in terms of the old. As you know from Section 7.1, in order
to conserve orthonormality U must be a unitary matrix (obtained by transposing rows
and columns and taking the complex conjugate of every element) denoted by UT. It has
the property UTU = UUT = 1 and is thefore its own inverse.

When the basis vectors are changed according to (9.21) the components of any given
vector must be changed according to

C; — C; = Z UZ-J;C]' (922)
J

and the matrix elements of any operator such as H must transform as follows

Hij — Hyj = Z Ul Hul;. (9.23)

k.l

Let’s now express these effects of basis change in Dirac notation.

Example 9.4 Effects of basis change

Note first that ¢; is the component of |¥) along |¢;), so ¢; = (1;|¥); and that Uj;; in (9.21) is a matrix
element of the operator U that rotates the whole basis, so Uj; = (¢;|U[1;).

Thus, the basis change (9.21) becomes

i) = i = 3 3 (510 1)-

Similarly, the components of the ket vector |¥) will change to

(Wil W) = (il ) =D (il UT o) (w3 10) = D (hily) (| ©),

J J
where the last step follows because (with Dirac notation) (1;|UT means the bra vector corresponding to
the ket Uly);) (remember? — take the adjoints of the two factors and reverse their order).

Finally, the matrix elements of the operator H change according to

(@ilH[ey) = (@ilHlb) = > (il UT[yoi) (e [HIwn) (v Uy

k.l

> " (Wiltbw) (Wi Hloe) ().

k.l
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Notice that, in this equation and the one before it, the operator U — which changes the basis — has been
eliminated: once you’ve set up the basis you want to use you only need to get the scalar products like

{(1;]11,) between the new and old basis vectors.

To summarize the conclusions from Example 9.4, a change of basis is essentially a change
of ‘language’ in which the eigenvalue equation H|W) = E|¥) stays the same and gives the
same solutions, but the operator and its eigenkets take very different forms.

Thus, in the basis change (9.21), the state vector |¥), with components ¢; = (¢;|¥), will
take a similar form but with the new components

(Wil W) =D (il (¥5]0), (9.24)

J

connected with the original basis through the scalar products (i;]1;) between the new
and old kets.

The matrix elements of the operator H must be transformed in a similar way: in terms of
the new basis they become

(il HIP5) = > (Wilbi) (e HIehn) (] ). (9.25)

k.l

The beauty of the bra-ket formalism is that all these results could have been derived
without any work, just by inserting the identity operator on either side of the operator
in the matrix element you need. Thus, making spaces on either side of H, you need

(i] H ;) and putting >°, |x) (k] in the first space and 3, 1) (¢ in the second
gives you exactly the result in (9.25). The notation does the work for you!

Now let’s get back to momentum space, where the basic kets are labelled by a continuous
variable p and the eigenket |¥) is represented by the function (p|¥). In Schrédinger
language |W) was represented as a function of position x, which could be expressed in
terms of basis functions v;(x), or in Dirac notation (x[¢;). But now we want to express
everything in terms of p, so we must look for a new basis, with functions (p[t;). In fact we
have one already — we found sets of Schrodinger eigenfunctions for a free particle in Section
4.6. For a particle moving along the x-axis we wrote them in the form ¢ (x) = N exp ikz,
where N is a normalizing factor and k is a wavenumber, related to the momentum by
p = kh.

When the basis functions are labelled by continuous variables, z and p, the transformation
equations take the corresponding forms:

(W) = (p| ) = / (pl)da(z] D), (9.26)

xT

(alHIz') = (plHIp) = / (o) (e L) (&), (9.27)

z,x’
where the bars are no longer needed, the two representations being indicated by the
variables x (old) and p (new). Note that there is only one integration (over z) in (9.26),
but there are two (over z and ') in (9.27)
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Those are the basic laws of transformation theory. Thus (x|V) is the Schrodinger wave
function for state |¥) while (p|¥) is its corresponding wave function in momentum space.
The link between the two representations is provided by the eigenfunctions for a free
particle, namely (p|x), which is the Schrodinger function for a state of definite momentum
p. (And don’t forget that (x|p) = (p|z)*. What does it mean?)

So now you have all that’s needed. To show how well it all works let’s go back briefly
to Section 5.4, where (just before equation (5.20)) we guessed that there may be another
representation, similar to Schrodinger’s but with the roles of x and p reversed. Now we
can see how to get it.

Example 9.5 An alternative to Schrodinger’s representation

In Schrodinger language the basic position and momentum operators, x, p, for a 1-dimensional system,
are represented by the two integral kernels (cf.(9.20)

no__ / no_ - d /
(x|x|z") = zd(x — "), (z|p|lz’) = —zha §(z — ).

To express them in the language of momentum space we need the ‘connecting’ functions (p|z) and (a'|p"){,
as used in the transformation equation (9.27). To transform the momentum operator, for example, we
need its matrix elements
W'} = [ (pleldalalpla’) ')
z,x’

and that means knowing the scalar products such as (z|p), which connect the two representations. In
fact, we know them already because |p) is a momentum eigenket for a free particle moving along the
x-axis. And (x|p) is its Schrodinger wave function, which we obtained in Example 4.1: it has the form
(not yet normalized) (x|p) = exp(ikz), with wavenumber k = p/h.

In Chapter 4 the wave function was normalized over a certain region of space (e.g. a finite box, over
which [ |¥|2dz = 1) but when the region becomes infinite another convention must be used. Here we
make use instead of fp@, (x|p)dp(p|z’ydx’. This contains the identity operator in the middle, which may
be removed after doing the p-integration, giving (remember p = kh)

/(x\p}dp<p|x’> = h/k expik(z — ') dk = 2whd(x — 2').

On putting 2’ = z and doing the remaining integration over z this gives fx |(z|p)|?dx = 27h. The required
normalizing factor for the momentum-space wave function (x|p) is thus (27/)~/2. This is an example of
delta-function normalization.

The momentum-space matrix element of p now follows on using the correctly normalized free-particle
functions: it is

exp —ikz [h d expik’x’

J L A = L PR e e R

ﬁ? /(zk’) exp|—i(k — k")z] dz,

where it was noted that the J-function in the z’ integration had the effect of putting 2’ = z; and
that the (d/dz)exp(—ik’z) then gives a further factor ik’. Nearly finished! From (9.19) [exp[—i(k —
kE)x]dz = 278(k — k') and a simple change of variable from k to Ak (see Book 3 Section 4.3) tells you
that §(Ax) = (1/A)d(x). It follows from above, on introducing p = kk, that

/exp[—i(p —p')x]dz = (1/h)é(p — p')
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and this gives the final result (check it!)

1 h,
(plplp') = 5 = (ik)2m ha(p — ') = hk = p.

In words, the transformed momentum operator is ‘diagonal’ (the kernel having only elements (p|p|p’) with
p’ = p) and follows on multiplying the resultant “momentum space wave function” by the momentum
variable p — just as we guessed in Chapter 5.

Now that you've seen how to represent the operator p in momentum space as an integral
operator, by getting the integral kernel (p|p|p’), you can follow the same pattern to get
the kernel (p|x|p/). On putting the two results together you should find

(plplp) = pé(p—p')
N = ———4(p—7p). 9.28
{pIxlp’) D (p—1) (9.28)
The second result should be compared with

n_ hd )
<$|P|$> = 555@ ')

As you can see, the p-representative of x is obtained from the x-representative of p by
swapping the roles of the variables and changing the sign of ¢ — in line with the results we
guessed in Chapter 5.

To end this Section, we pass from a 1-dimensional system to one in 3-dimensional space.
Instead of one pair of conjugate variables x and p(= p,) we now have three pairs, but the
operators for different pairs commute and this makes generalization easy. If we work in the
usual coordinate (Schrodinger) representation the basic kets will be |z, y, z), representing
states in which all three coordinates are simultaneously definite, while in momentum
space the basic eigenkets will be |p,,p,,pz) — corresponding to states of definite linear
momentum. As in Section 4.6, the eigenstates will in each case be of product form, with
one factor for eaxh of the x-, y- and z-directions; remember the momentum eigenfunctions
(Section 4.6), which have the (unnormalized) form

\ijzvpy»pz (‘1.7 y7 Z) = eXp Zh(kxx + kyy _'_ kZZ)

and may be written in Dirac notation as a product (z|p.){(y|p,)(z|p)-

Again, it is convenient to introduce a wave vector, writing k for the vector with compo-
nents k,, ky, k., and the 3-space momentum eigenfunctions are then more neatly written

as ,
expip-r

rp) = ——=7

< |p> 27Th)3/2 Y

where normalizing factors are now included in the denominator. Remember, r is the usual
3-space position vector, with components x, y, z, while p is the momentum vector, p = hk.

(9.29)

The results obtained in Example 9.5 are easily extended to sytems in 3-space on using
the ‘connecting functions’ given in (9.29) and remembering that (p|r) = (r|p)*. Thus, the
kinetic energy operator T = p?/2m keeps the ‘diagonal’ form and becomes

(p[TIp") = p*/2mé(p — p'),
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as you would expect. But the PE function V(x,y, 2) has an associated operator V, which
is a simple multipier in coordinate space, is usually difficult to transform into momentum
space: the kernel (p.,py, p.|V|p},p),p.) transforms into something simple only in very
special cases, like V = x — which gives the differential operator in (9.28). In other cases
you have to work it out ‘from scratch’ using the general equation

(p|VIp) = /p\r><rlv\r’><r’yp’>drdr’

where r,r’,p are short for the triplets of labels (z,y,z2), (2/,y,2), and (py, py,p-), re-
spectively; while [ drdr’ means you have to do six integrations. That can be done easily
when most of them involve delta-functions, as in the case of (p|x|p’}; but if you try to get
the corresponding momentum-space kernel for, say, a Coulomb potential function V' (r),
with r = (22 4+ y? + 2%)7'/2, you'll soon find how difficult it can be. That’s why nearly all
current calculations of atomic and molecular electronic structures are made using, in one
way or another, Schrodinger’s coordinate-space representation.
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Looking back —

To get so far into Physics you must have started years ago! And you did, because Book 1
("Number and symbols: from counting to abstract algebras”) gave you a ‘key’ for getting
into all of the ‘Physical Sciences’. Symbols are just the marks you make on paper: they
can stand for anything — words, numbers, displacements through space (that we called
“vectors”), the “operators” (that turn things round in space), and so on — until you decide
what you want them to stand for and what rules you will use to combine them. Before
that they are completely abstract.

In Book 1 you learnt how to use symbols in many ways; and you go on doing that in the
whole of Science. Book 2 was about Space — the space we live in and some of the ‘spaces’
we had to invent in order to express our ideas in pictures. You took your first steps
into ‘real’ Physics in Book 4; going from Galileo and his experiments on falling bodies; to
Newton and his formulation of the ‘equations of motion’ (using the language you learnt in
Book 3 — the differential calculus). These equations apply to all ‘everyday’ objects, from
thrown stones to planets moving round the Sun, or satellites moving round the Earth.

In the present Book 11 you have often been reminded of the things you have studied
before. That’s why in “Looking back” we’re now looking further back than usual — not
just to the beginning of this book, but to the beginning of the Series. All areas of Science
are linked and inter-dependent, especially the Physical Sciences, which depend heavily
on measurement and mathematical argument. The break between ‘classical’ physics and
‘quantum’ physics really started in Book 5, where we first began to talk about the el-
ementary particles from which all matter is built up. These particles are much too
small to see and handle in the laboratory: you can only imagine that they exist and
then do ‘thought experiments’ to discover how matter would behave if the particles really
did exist and followed the laws of quantum mechanics, rather than Newton’s laws. The
trouble was, at the beginning of the last century, that nobody knew what the laws were
— they had to be guessed and then, much later, confirmed when they led to conclusions
in agreement with what was observed

Quantum mechanics is full of thought experiments! Book 12 started by looking at just one
of them, the simplest you can imagine, where you think of a beam of ‘spinning’ particles
being ‘tested’ to see whether their spin ‘vectors’ point ‘up’ or ‘down’. The beam could be
a stream of electrons (which have spin as well as mass and electric charge), like the one
in your television set. The details don’t matter — what is important is that each particle
carries a ‘two-valued observable’ and that you can separate them into two groups by
passing the beam between the (specially-shaped) poles of a powerful magnet. The whole
book followed from that one experiment, the “Stern-Gerlach (SG) experiment”.

Let’s review the main steps you took on your unusual journey through the theory ...

e Starting from the SG experiment, Chapter 1 (Observation and measurement) in-
troduced most of the essential ideas of quantum mechanics, in just about a dozen
pages!. It showed how the results from the experiment could be described in a sim-
ple picture, with a state vector to indicate the spin state of the particle, before the
‘observation’, and two unit vectors to indicate the two possible results — up-spin or
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down-spin, labelled +% and —%. These were called eigenvalues, the corresponding
unit vectors being eigenvectors.

You learnt how to give such things meaning in terms of the projection operators
you first used in Section 6.2 of Book 1; and went on to show how an operator could
be associated with any observable, in such a way that its average (or ‘expectation’)
value in a long series of experiments could be related to the orientation of the state
vector.

Finally, you noted an invariance principle — that the whole experiment could be
turned round in space without making any difference to the results — to find the
properties of the spin operators S,,S,,S.. So much came out from so little!

Chapter 2 showed how all you’d learnt could be applied to measurements on an
observable X, say, with any number of possible values, X, X5, ... X,,, say, just
by changing the dimensions of the vector space that contains the (unknown) state
vector. Instead of n = 2, for the 2-dimensional spin-space, you now have n arbitrary
(as big as you please); and what you did in 2-space was repeated with little change in
n-space. You knew quite a lot about many-dimensional spaces already so there was
no problem in defining the operator X to associate with any observable X in terms
of its eigenvalues and corresponding eigenvectors. And the pictorial representation
of the state vector, and of what the operators were doing to it, was also easy to
visualize.

Examples showed how the spin operators, with the properties deduced in Chapter 1,
could be used to find spin operators for an imaginary two-spin system and to show
that they satisfied the same commutation relations as for a single spin. You
used them to find new spin eigenstates and important new operators, the step-up
and step-down operators which could change an eigenstate into one with higher
or lower quantum number.

Finally, you had to admit state vectors with complex components by making a small
change to the metric.

The next chapter got you into Wave mechanics, Schrodinger’s form of quantum
mechanics. When the observable we’ve been calling X is continuous, like the Carte-
sian coordinates x, y, z of a particle, the state vector ¥ becomes a wave function. For
a particle moving along the x-axis we used W(x) and, instead of the k-th component
¢x of the vector W, we had to think of ¥(z;) as a sort of ‘continuous component’
evaluated at the point z = x;. And, instead of taking |cx|* as the probability of
finding a particular value z; of the observable, we had to use |¥(x;)|? — though this
quantity is a probability density, a probability per unit range, of finding the particle
‘at’ .

In three dimensions, the wave function is ¥(z,y,2) and |[¥(z,y,2)[*dzdydz the
probability of finding the particle in a tiny ‘box’ of volume dzdydz: |¥(z,y, z)|* is
now a probability per unit volume.
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From that interpretation (due to Born) you were able to define not only the prob-
able value (z, say) of x in a state with wave function W(z) but also the degree of
uncertainty in that value. And from there you learnt that for any two observables,
A, B with operators A, B, there was a limit to the precision with which they could
both be measured in any given state ¥. The more accurately you know A, the less
you can say about B: the product of the uncertainties AA and AB must be at least
%(\If, iCW¥), where iC is the commutator AB — BA of the two operators. Only when
their operators commute (C = 0), can A and B both be accurately known in a given
state W.

With a state function W(x, y, z) you found that by choosing x and p, as, respectively,
x — x, (multiply by z); and p, — (h/i)(0/0z), the commutator for this conjugate
pair came out as a constant A. And similarly for the other two conjugate pairs
associated with y and z coordinates of position and their corresponding momentum
components. The operators for different directions in space thus commute; but those
for the same direction form conjugate pairs with non-zero commutators. That was
really all you needed to know about Schrédinger’s great invention!

In Chapter 4 you were able to solve the eigenvalue equation for a number of simple
1-particle systems, using Schrodinger’s wave mechanics. Most of these examples
involved setting up and solving very simple differential equations (much easier than
the stuff in the earlier chapters!) which you’ll use again and again. But one, for
the harmonic oscillator, was also solved by a symbolic method based only on the
commutation rules — just to show that sometimes it can be done. The chapter ended
with a review of some general properties of eigenstates, to be kept for reference.

Remember that in the early days of quantum mechanics it seemed impossible to
decide whether an electron, say, was ‘really’ a particle or ‘really’ a wave? In Chapter
5 you saw how the riddle was solved by allowing ¥ (x,y, z) to depend also on time
and to move through space. You started from what you'd learnt about travelling
waves in Book 10, which allowed you to define ¥(z,y, z,t) and to find a differential
equation it must satisfy: Schrodinger’s equation including the time.

By combining an infinite number of travelling wave you were able to construct
a strongly localized ‘pulse’ (like the one shown on the front cover of the book)
and to show that it moved like a classical particle, but with coordinates and mo-
mentum components replaced by their expectation values. So Newton’s law that
“force=mass x acceleration” still works, even at a sub-atomic level — provided all
quantities are interpreted as expectation values.

You also learnt that wave functions of the ‘separated form’ W(x,y, z) f(¢) could be
found when ¥(z,y, z) satisfied the energy eigenvalue equation and the time entered
only through the complex exponential phase factor f(t). This confirmed that the
energy F was a constant of the motion and it followed that other quantities
could also remain constant, provided their operators commuted with H. For a
system like an atom, the most important quantities of this kind relate to orbital
angular momentum: you were able to find a complete set of commuting operators,
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H,L2, L., for motion in a central field, and to explore the correspondence between
‘classical” and ‘quantum’ pictures of the motion.

Chapter 6 opened with a more complete treatment of the angular momentum opera-
tors, using only the abstract commutation relations satisfied by L,, L,,L.,, which
apply to any kind of angular momentum. As the operators for different components
do not commute, ¥ could be an eigenfunction of only one of them — which you chose
arbitrarily as L., thus fixing one ‘special’ direction in space. The states of ‘maximal
knowledge’ then satisfied L?¥ = L(L + 1)¥ and L,¥ = MV where the quantum
numbers L, M took integer values, M going down in unit steps from M = +L to
M = —L. The energy states could thus be classified according to values of E, L, M:
they were named s-states, p-states, d-states, f-states for L = 0, 1, 2, 3, respectively.

The first few ‘families’ of atomic energy levels were depicted in Figure 15, where
levels of given L are (2L + 1)-fold degenerate for the allowed values of M. You were
able to find the energy eigenvalues only for the s-states, where the V2 operator took
a simple angle-independent form, but there are ‘accidental’ degeneracies between
corresponding levels in the different families. The existence of true degeneracies
results from the spherical symmetry of the Hamiltonian: changing the perfect
symmetry, even slightly, ‘splits’ some of the levels. This is revealed in the atomic
spectra, which result from electronic transitions between different levels. All this
dependence on symmetry called for a proper explanation.

In the following Chapter 7 (“More on symmetry”) you came to grips with what
the idea of ‘symmetry’ really means and how it can be used. Again you had met
symmetry long ago, in Section 6.1 of Book 1, and by now you knew how operations
like turning things round in space could be represented; so it was no surprise to find
that matrices could be associated with operations in such a way that combining
operations, by performing them one after another, could be ‘echoed’ in combining
the matrices under matrix multiplication. You were reminded of such things in
Section 7.1, with worked Examples getting you as far as basis change and unitary
transformations.

The special feature of central-field systems is their spherical symmetry: rotating
the system around the nucleus makes no apparent change — the Hamiltonian H is
invariant against all such rotations. The basis vectors in 3-space carry a matrix
representation of the rotation group and the representation could be changed by
choosing a new set of basis vectors; you were able to distinguish two interpretations
of such transformations (‘active’ and ‘passive’).

You learnt how a 3-space symmetry operation R could induce a related opera-
tion Ug in, for example, the Schrodinger space of wave functions and differential
operators; and were able to understand why the s-,p-,d-, and f-type atomic orbitals
came out in degenerate sets containing, respectively, 1,3,5,7 functions.

Chapter 8, on the 3-dimensional rotation group, looked even more difficult then any-
thing you’d met so far and you may have decided to stop at this point. You already

143



have all the basic principles you're likely to need in the applications of quantum
mechanics — even to many-electron systems like atoms and molecules (which you
can find in Book 12).

But it’s worth at least glancing at Section 8.3, because it will help you to get a
deeper understanding of all you've done. It shows how infinitesimal rotations
in space, out of which all finite rotations can be built by repetition, have exactly
the same commutation properties as the Schrodinger operators L, L, L, for angu-
lar momentum components. And similarly infinitesimal displacements through
space, along the x-, y- and z-axes, have the same properties when acting on a wave
function as the linear momentum operators p, py, p.. The conclusions were:

A system whose H is invariant against linear displacements through space
may have operators p, py, p-, that commute with H: the corresponding
quantities £, p,, p, p. can the all be simultaneous constants of the motion.
(The simplest example is a particle in free space, moving in a definite
direction with definite momentum and energy.)

A system whose H is invariant against angular displacements around some
axis may have operators L,,L,, L., that commute with H: E and any
one of the corresponding quantities L, L, L, can then be simultaneous
constants of the motion, depending on which axis is chosen. (Think of a
particle in a central field, moving with definite energy and with angular
momentum of definite magnitude around one axis.)

In fact, Schrodinger didn’t really have to invent the operators of wave mechanics:
they were there already, expressing the properties of the space we live in — they just
had to be discovered!

Perhaps Chapter 9 was also too difficult for a first reading; but it showed how it was
possible to unify all that had been done previously in quantum mechanics by using
a simple and beautiful new formalism. Wave mechanics and matrix mechanics were
just different ways of expressing the underlying theory: both were related by Dirac’s
transformation theory. And in Section 9.4 it was shown how a transformation
to momentum space could give yet another version of quantum mechanics.

We end this book on the principles of quantum mechanics, marking the end of the “quan-
tum revolution”, by quoting Dirac himself:

“The fundamental laws necessary for the mathematical treatment of a large
part of physics and the whole of chemistry are thus completely known, and the
difficulty lies only in the fact that application of these laws leads to equations
that are too complex to be solved.”

Since then (1930), when it was necessary to do the mathematics on a mechanical calculator
with a handle, enormous progress has been made and the difficulties forseen by Dirac have
been largely removed. A good understanding of the electronic structure and properties of
atoms and molecules, at least at an approximate level, can be obtained and used in whole
new areas of Science. Some such applications will be the subject of Book 12.

144



Index

Absorption and emission 50,89
Action 34,49
Angular momentum
eigenstates of 80-82
operator properties 75-76
orbital motion in central field 77-78,145
spin 8-12
see also Commutation relations
Assembly 1
Atomic orbitals 85,87,91,147
Atomic units 53-54

Basis vectors 7,9,13,56,94,126
spherical 114

Bohr radius 54

Bound states 85,87

Boundary conditions 40-42
periodic 55

Bra-ket notation (Dirac) 125

Commutator, of Hermitian operators 30
Commutation relations
angular momentum operators 74-75
infinitesimal operators 118-121,147
position and momentum operators 36
spin operators 11
Complete set (of operators) 27
Components of state vector 5,13,56
see also Expansion coefficients
Constants of the motion 74,77-78,145
Correspondence principle 33,60

Definite values 38,78

Degeneracy 51,

Delta function (Dirac) 133

Delta symbol 97,126

Differential equation 37,46,52,57,84
recurrence relation for 84

Differential operators 34,36

Diffraction 59

Dirac formalism 125-139

Dirac transformation theory 134-137

Direction cosines 9,97

Dispersion (wave packet) 66

Duality 59

Dynamical variables 35,67
and associated operators 33-36
compatible/incompatible 35
conjugate pairs of 35
maximal set 36

Ehrenfest’s theorem 73
Eigenfunctions 56-57
Eigenstates 3
of 2-spin system 16-19
Eigenstates (General properties) 56-58
Eigenvalue equation 7-8
FEigenvalues 3,7-8
of Hermitian operators 57-58
Eigenvectors 7-8
Energy conservation 43
Energy level diagrams 44,47,
Expansion coefficients (components) 5
in Dirac notation 127
significance of 14
Expectation values 6,8,25,69-73

Function space 56-58

Group (definition of) 102

and matrix representations 94-98

see also Rotation group (3-dimensional)
Group velocity (wave packets) 65-67

Hamiltonian, function and operator 38
Harmonic oscillator 43-51
Hartree energy unit 53,89
Heisenberg 125
matrix mechanics 128-130
Uncertainty Principle 30-33
Hermite polynomials 48

145



Hermitian matrix 20

Hermitian operator 21

Hermitian scalar product 20,56

Hermitian symmetry 57

Hermitian transpose 98

Hilbert space (see Function space

Hydrogen atom 51-54,79-93
angle-dependent wave functions 90
energy levels for s,p,d,f states 88
forms of atomic orbitals 87,91
spectral series 88
s-type wave functions 85

Ideal measurement 1,
Induced rotation 102,107,120-121
Infinitesimal operators 118-121,147

for translation (— linear momentum) 122

for rotation (— angular momentum) 123
Integral equation 132
Integral kernel 132-133
Integral operator 13
for delta function 133
for KE and PE 133
Interaction, radiation-matter 89
Invariance principle 9,141

Invariance under symmetry operations 122-124

Inverse matrix 98
Tonization energy 85

Kernel see Integral kernel
Ket see Bra-ket notation
Kinetic energy (KE) 38

Laplacian operator 38,52
Linear dependence 56
Linear operators 56
Linear vector space 56

Macroscopic/Microscopic 1
Magnetic moment of spin 2
Mathematical induction 71
Matrix

adjoint see Hermitian transpose

diagonal form of 129

Hermitian 20

Hermitian transpose 98

inverse 98

metric 20

orthogonal 98
unit 98,1
unitary 98
Matrix conventions 96-97
Matrix element (Dirac form) 127
Matrix mechanics 125,128
Matrix product (definition) 95
Matrix representation
of operators 95-97
of rotations 97
see also Rotation group (3-dimensional)
Maximal set 36
Mean value see Expectation value
Metric matrix 20
Momentum (linear)
and associated operator 36
eigenstates for free particle 39-42
see also Angular momentum
Momentum space 134-139

Newtonian dynamics as a limit 74
Nodal surface 87
Normalization 14

delta-function 137

of vectors 131

of wave functions 131

of free-particle eigenfunctions 54-55
Number operator 129

Observables 1-2
and associated operators 7,14-15
see also Dynamical variables
Operators 5
adjoint 21
anticommuting 9
commuting 9
differential 5
for 2-spin system 15-17
Hermitian 21
idempotent 27
identity (unit) 8,27,127
linear 8,56
projection 5,13
self-adjoint 21
step-up/step-down 11-12,21-22,49,80-82
unitary 101
Orthogonality 4,14,
Orthonormal basis set 57,97,126

146



Oscillator  see Harmonic Oscilllator of vectors 5,14-15,
Hermitian 20,56,126

Partial differentiation 36 Schrodinger representation 24-36
Particle in a box 38-43 Schrodinger equation 38
Particle in free space for free particle 39,54
Particle in parabolic field 45-51 for harmonic oscillator 43-51
Pauli matrices 94 for hydrogen atom 51-54,79-93
Periodic boundary conditions 54-55 for particle in a box 38-43
Periodic function 40 including the time 67-69
Phase factors 10,11,68,82 integral equation form of 132-134
Photon 59 matrix form of 132
Planck’s constant (rationalized, i) 8 Self-adjoint operator
as unit of angular momentum 34 see Hermitian operator
Potential energy (PE) 38 Separation of the variables 42,51,90
Polar coordinates 90-91 Simultaneous eigenstates 78
Probability 14,41,143 Spectral series 88
Probability density 25,47,54,131,147 Balmer, Lyman, etc 90
Probability distribution 28, Spherical basis vectors 114
Gaussian 29 Spherical harmonics 126,127,124
Projection operator 5,13-15, in atomic orbitals 117
ket-bra form of 127 Spherical symmetry 146-147
p-space see Momentum space Spin 2
Pure state 27 derivation of operator properties 8-12

eigenstates of S, and S?

Quantum of energy 49,89 Spin-space representations 106-109
Quantum mechanics 7,8 State 3
Quantum numbers 12,41,87 represented by a vector 4,8,13,125,134

stationary 37,58
States, pure and mixed, 27
Stern-Gerlach experiments 2-4,
Sturm-Liouville equations 57
Symmetry and degeneracy 103-105
Symmetry group 98

Radiation,
absorption and emission 97-99
origin of spectra 92-93
Recurrence relation 84
Root-mean-square deviation 30

Rotation Symmetry operation 99,103
Euler angles of 109-110
infinitesimal operators of 118-121 Transformation, as basis change 99-100
of a function 102,104 active and passive 100
of an operator 102 of operators and vectors 101
Rotation Group (3-dimensional) 106-124 Transformation (Dirac theory) 134-137
representations carried by monomials 111-
113 Uncertainty 29-30
spherical and Cartesian bases 114 Uncertainty principle 30-33
spherical harmonics in p- and d-orbitals Unitary matrix 98
116-118 Unitary operator 101
spin-space representations of 106-109 Unitary transformation 99-101
Scalar product 5, Vector space (basic properties) 56
of functions 57,126 (see also Function space)
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Wave
amplitude 46
frequency 62
period 62
phase velocity 62
profile 60
standing 62
travelling 63
velocity see phase velocity
wavelength 39,61
wave number 39
Wave equation see Schrodinger equation
Wave function 26,33
Wave Mechanics 33-
Wave packets 63
Gaussian 64-65
group velocity of 65-67
motion of 69-74
see also Ehrenfest’s theorem
Wave vector 138
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